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Abstract:  A social norm is embedded in a network of supporting norms, which call on other parties to confer punishments or rewards depending on the actor’s compliance with the original norm.  One puzzle is how to avoid an infinite hierarchy.  A repeated game model of apologizing shows how norms can be arranged in loops of mutual support.  Apologies are “all-purpose” supporting norms since the prospect of having to apologize helps deter a range of violations.  A second puzzle is why an apology has so many facets – it acknowledges that one committed the offense, that it was wrong and that it caused risk or harm.  An apology also expresses remorse and promises that there will be no repetition.  Sometimes the actor is ready to perform only some of these speech acts, but recipients typically want full apologies and there are no single words for the partial subsets of functions.  A possible explanation is that the elements are synergistic.  A game model hypothetically reduces an apology to just a promise not to repeat the offense, but those apologizer-types who are less scrupulous about keeping their promise would be more ready to make one, so promises would not be believed and in the end none are made.  Adding a requirement to show remorse gives the words credibility and produces an equilibrium with promising.  (219 words).
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Apologies are delivered between individuals, between groups within a society, and between nations.  If the triggering offense was dramatic or scandalous, the media is ready to report it and over time provides a database of apologies for the social scientist.  Google News, which links to articles from thousands of newspapers, includes scores of apologies per day.  

Apologies vary greatly in their subject, style, and success in getting an acceptance.  Even some of the international ones seem trifling, for small mistakes of protocol.  President Bush, senior, apologized for the US Marine Band carrying Canada’s flag upside-down at a Toronto baseball game (Smith 1992).  Others have influenced the long-term relations between states.  After World War II, Germany entered a period of “amnesia,” emphasizing its own suffering more than the suffering it had inflicted, but by the late 1950s it had started a program of penitent actions that included apologies (Herf 1997).  Japan’s World War II deeds were more easily denied internally since they took place in distant placesm and its leaders have been reluctant to make a clear apology or adopt the internal policies that would follow, such as rewriting school history texts or avoiding symbolic displays that others interpret as glorifying the past (Negash 2006, Lind 2008).  Accordingly, Japan’s acceptance among its neighbors has lagged behind Germany’s.  Its recent quest for a permanent seat on the United Nations Security Council was opposed officially by the South Korea government and by hundreds of thousands of Chinese signers of an internet petition (Gross 2005).
Sometimes an apparently sincere international apology has been refused.  In 1998, US planes mistakenly bombed the Chinese embassy in Belgrade.  President Clinton repeatedly apologized, but the Chinese populace rejected his words as insincere, possibly due to a different cultural expectation of how to say one is sorry and elaborate on that.  Clinton’s formal statement had a clear apology, but the surrounding elaboration delineated just what had and had not been wrong with America’s action.  The Chinese audience may have seen this as attempting to excuse the event and wanted him to focus on what he had done to them.  Very little research on Chinese apologizing has appeared in English, but such a difference in expectations separates American and Japanese styles (Sugimoto 1997).  In the United States an apology is largely motivated by a duty to oneself, recognizes the exact misdeed and gives the other a correct apprehension of the future, but in Japan there is a tendency to express a sincere surrender to the other side’s viewpoint without excuses.  In 2001, a US spy plane was forced to land in China and the two states again fell into a dispute over apology language (Zhang 2001).
According to the neorealist school of international relations, apologies are ephemeral and it is the struggle for power and interest that determines international affairs.  Their position underplays the fact that international decisions are made by human beings, often under the influence of emotions.  Even within a unemotional and strategic framework, an apology has a symbolic importance that can determine players’ mutual expectations and thereby select an equilibrium when several exist (O’Neill 1999).  
World events show the need to study the emotional aspect of apologies, and how they can misfire when delivered across cultures.  The focus here, however, will be on some basic issues that must be understood first.  Why have apologies at all?  The next section below will suggest that they function within a larger system of norms, and that they are compromises between deterring violations and restoring relationships.  A norm is often supported by a network of further norms, which impose duties on the whole group, either to punish a violation of the original norm or to reward compliance with it.  A puzzle is how such a system of norms might work without stretching off to infinity.  The model illustrates that a finite number can be stable (in the case treated, only five) by defining them properly and arranging them in loops.  The duty to apologize, in particular, includes the recursive feature of normative systems.  It supports others and itself as well: Someone who fails to apologize for an offense acquires a further duty to apologize for the failure.  
The section also compares game-theoretical analysis of norms with the leading formal method, deontic logic.  The latter has generated a discussion on “contrary-to-duty obligations,” which prescribe what to do next in case the actor has already violated a norm.  Apologizing is a prototypical example.  We argue that the debate has suffered from the failure to take account of the strategic aspect of apologies.

The subsequent section asks why an apology combines several speech acts and why recipients are often not satisfied unless they get them all.  An apologizer is admitting that something happened, that it caused risk or harm, and that he or she was the agent, as well as expressing remorse, promising not to do it again, and in some cases promising to undo the damage and asking for forgiveness.  This is a long list and sometimes the party can do only some of these acts with sincerity.  The question, then, is why apologies are all or none.  The section suggests a partial answer: that the promise component alone would fail since those who would be most willing to make a promise are the ones least likely to keep it.  A game model suggests that requiring an expression of emotion helps prove the apologizer’s sincerity.
1. The duty to apologize within a normative system
Systems of social norms

A social norm can be defined as a rule calling for a certain kind of behavior in certain in a certain kind of circumstance.  The grounds for the behavior are typically moral but following the norm confers benefits on the group, generally if not in every case, and a party subject to the rule would be sensible to follow it, again at least in general.  The typical motivation is that other norms are in place calling on the group to reward compliance and/or punish violations (O’Neill 1999).  The latter have been termed metanorms (Axelrod 1986) or supporting norms (Crawford and Ostrom 1995), and they sometimes call for the group to behave in ways that would normally be wrong.  No one should be deprived of their freedom but the government has an obligation to do that if the person has committed a crime.  (This pure stance, that compliance with a social norm is motivated only by the group’s response under other norms, is exaggerated and adopted here partly for simplicity.  Often the supporting norm is not a social, but an internalized one, so that compliance is enforced by one’s conscience.  Sometimes they are supported by conventions.)  

It is central to the concept of a social norm that the group responds by rewards or punishments.  If the party’s behavior were self-rewarding or punishing, the practice would be a convention.  If, for example, I always meet my friend at the Grand Central clock but this time I go to Times Square, I will miss him and it is my own act that harms me.  I am not being punished by others in response, so our practice is better termed a convention.  Some rules are both norms and conventions – driving on the wrong side of the road is punished by the police and is self-punishing as well. 
Supporting norms are just as full-fledged as the ones they support so they too must be supported by other norms, and this implies a network.  From the network viewpoint understanding a norm means more than knowing what it calls on the party to do.  We must know how other actors in the group, and even the party himself, should respond to compliance or violation, and know how the supporting norms are supported.  For apologizing, we must ask many hypothetical questions:  How should others respond when someone has failed to apologize?  If the non-apologizer is to be ostracized but one group member refuses, how should others respond to the latter?  If the individual makes a sincere apology, does the recipient have a duty to accept it?  What is one committing to by accepting an apology, and in particular, is it the same as forgiving?  Often the answers will depend on the context, on the offense and the recipient of the apology.
Game theory becomes relevant since a group member will generally follow a norm if he or she believes that the others are motivated to follow the supporting norms.  The qualification “generally” is needed because, strictly speaking, norms are associated with types of situations, with game forms rather than specific games (O’Neill 1999).  They show a typical pattern of utilities but include exceptions.  Normative behavior is usually the equilibrium, but sometimes the payoffs motivate the actor to a violation -- to break a promise, steal or murder.  Indeed sometimes overlapping norms exist that justify the violation when all factors are considered.  The examples here are for a typical payoff pattern.

A simple  normative system for apologies
The skeleton of a system around apologies can be shown by a repeated game.  It has two players, who at each stage simultaneously choose one of three moves, with these payoff consequences to the mover: 
Transfer (T): 

Transfer 12 units to the other at a cost of 6.
Withhold (W): 
Transfer 0 units to the other at a cost of 0.
Self-punish (S): 
Transfer 0 units at a cost of 1.
________________

MATRIX 1 HERE

________________
The stage game, in Matrix 1, is a Prisoner’s Dilemma augmented with a third row and column.  The added moves seem pointless since they are strongly dominated by the second moves and all their outcomes are Pareto-inferior, but they will turn out to influence the equilibria when the game is repeated. 
The players move at t = 1, 2, 3, . . ., and know all past moves.  Each has the goal of maximizing the present value of its payoff stream and they use the same discount rate (  ( (0, 1).  Thus, if both played T forever each would receive 6, 6, 6,  . . ., and value that at 6 + 6(  + 6( 2 + . . . = 6/(1 - ().


A strategy in the game tells a player what to do at each stage for any possible history of what they both have done so far.  Our task will be to assign the players a pair of strategies such that neither player can choose an alternative yielding a higher present value than the strategy assigned, given the opponent uses its assigned strategy.  This property must hold for any situation they might find themselves in, even those arising from moves that were contrary to the strategies.  That is, we will look for a subgame perfect Nash equilibrium.  

Rather than consider strategies directly we take an approach due to Abreu (1988), which is both computationally convenient and fits with the concept of a network of norms.  The equilibrium will be given indirectly by specifying three paths of play.  A path of play is an infinite sequence of pairs of moves that the players might make – an example would be TT, WW, TT, WW, . . .   An equilibrium is then defined by three paths, an initial path and two punishment paths, one for each player.  The initial path states their joint play if they follow the equilibrium.  A player’s punishment path specifies the pairs of moves that both make if that player deviates from the current path, whether the latter is the initial path or someone’s punishment path.  At any point in the game a deviation from the current path has the same result: it switches play to the start of the deviator’s punishment paths.  A failure to appropriately punish the other, for example, transfers the game to the start of one’s punishment path.  A simultaneous deviation by both players, however, is ignored and the current path continues.  Together the three paths are known as a simple strategy profile (SSP).  From an SSP one can derive corresponding strategies for the players, but the reverse is not true – not every pair of strategies can be represented by three paths.  However in terms of observed behavior in equilibrium the two methods are alike: if a certain sequence of moves arises from a subgame perfect Nash equilibrium it also arises from an SSP (Abreu 1988).  

We will introduce four constraints on an equilibrium.  The first is that it be in pure strategies, and the second that it yield mutual cooperation, TT forever.  As in repeated PD games, mutual “Always Withhold” constitutes an equilibrium, but it is socially undesirable.  Third, for the sake of simplicity the equilibrium must treat the players identically.  Finally, after a deviation their paths must return to mutual cooperation (TT) reasonably soon.  We require that it happen within two moves.  This fourth condition is prompted by the earlier idea that norms are represented by game-types rather than games proper, and so they will be violated.  They should therefore be “non-grim” – their violation should not lead to permanent harm.
One SSP, called Apologize-and-Restitute, constitutes a subgame perfect equilibrium that satisfies the conditions.  Also, for the particular payoffs used it will be shown to be the most robust such equilibrium, in the sense that it produces cooperation at the lowest discount rate of any (Appendix.)  Its definition is as follows:
The initial path is TT, TT, TT, TT, . . .
Row’s punishment path is SW, TW, TT, TT,  . . .

Column’s punishment path is WS, WT, TT, TT,  . . .

The initial path gives players 6 forever, but should Row unilaterally go for the immediate payoff of 12 by choosing Withhold, Row must then choose Self-punish while Column chooses Withhold, and at the next stage must restitute Column by choosing Transfer while Column chooses Withhold.   Then they resume mutual Transfers.  Technically they are still on Row’s punishment path, but they are behaving the same as if there had been no deviation.  The everyday notion of an apology gets translated into punishing oneself, paying a social cost in face and credibility, then giving restitution, which in the world might mean undoing the damage.

A player is induced to stay cooperative by the fear of having to self-punish and restitute.  If that course is called for, a player is induced to endure it by the prospect of the imminent return to cooperation.  If a player refuses to follow his or her punishment path -- then it will be restarted, in the sense that the other will choose Withhold at the two next stages.  Contrary to Gilbert and Sullivan, we do not make the punishment fit the crime – all deviations are dealt with in the same way, so that only a few norms are enough.
The Apologize-and-Restitute SSP is a perfect equilibrium down to (  = .564 (as proven in the Appendix).  This minimum measures the equilibrium’s robustness, and lower is better in the rough sense that players would be more ready to stay with the equilibrium if payoffs varied somewhat from those assumed.  It can be proved that for the payoffs given, Apologize-and-Restitute has a lower minimum than any other equilibrium satisfying the cooperation-in-equilibrium, symmetry and cooperation-again-within-two-moves conditions.  The success of Apologize-and-Restitute follows from the order of the outcomes on the punishment paths – the less costly apology comes first, then the more costly restitution.  A deviation yields the deviator -1, -6, 6, 6, . . . , whereas the reverse SSP, “Restitute-and-Apologize”, would give -6, -1, 6, 6, 6, . . . as a payoff stream.  It would not be an equilibrium at such a low discount rate since a violator would not accept -6 now while waiting two moves for cooperation.
The consequence and support graphs


The equilibrium was set forth as paths of play, but another mode of description fits the system-of-norms interpretation somewhat better (O’Neill 1999).  One can construct the equilibrium’s consequence graph and support graph, Figure 1.  Each has nodes for the five states that current play might be in.  Each state has an associated norm, instructing both players what to do.  The consequence graph indicates where play will go at the next state as a consequence of compliance with or violation of with the current norm.  The support graph (which is constructed immediately from the consequence graphs), shows, for the norm associated with a given state, which norms at various states support it, through the player’s expectation of rewards or punishments. 
______________________
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The graphs in Figure 1 take Row’s viewpoint, and corresponding versions exist for Column.  Consider Row’s consequence graph (Figure 1, top.)  If play is at the leftmost oval, the state of mutual cooperation, Row is to play Transfer.  If Row does so, the game stays in that state, as indicated by the solid arrow.  If Row violates the norm by choosing W or S, the game shifts to the oval in the upper middle, as indicated by the dashed arrow, whose norm calls on Row to “apologize.”  (An assumption behind the rules for Row’s moving is that Column always follows the appropriate norms.)  

Turning to the support graph, if Row’s discounted present value at “Row Apologizes” is lower than at “Row Cooperates,” the prospect of staying at cooperation induces Row to follow the rule at that state, while the (worse) prospect of entering the apology state deters Row from doing an alternative.  Thus the norm at the apology state thus supports the norm at the cooperation state.  The incentives at every state generate behavior consistent with the equilibrium, by either inducing Row to stay there or pass on to somewhere else.  The inducement and deterrent aspects of the norm associated with each state correspond to social rewards and punishments, the defining aspects of norms.  

The whole regime comprises five norms – one for what you should do in normal play, two for the sequence of what should do if the other commits a violation of any norm, and two for the sequence of what you should do if you yourself commit a violation of any norm.  Note that if Row apologizes (inappropriately) during mutual cooperation (i.e., moves to the bottom left oval), then play goes to Row’s punishment path -- Row must apologize and restitute for inappropriately apologizing.  Also, Row’s failing to “accept” Column’s restitution (by non-normatively playing Transfer at the top right box) calls for an apology sequence from Row.  So does Row transferring goods to Column when Row should be letting Column apologize.  Apologizing in these situations seems odd and in reality someone who constantly apologized for nothing might be sanctioned, but that would happen in other ways.  The network is set up this way to minimize the number of norms. 
It is interesting why the Apologize-and-Restitute equilibrium is the most robust in its category, but the point of the example is to illustrate what a normative system around apologies might look like, and to show it can be given a strategic basis.  Apologizing is a general purpose supporting norm since violations of other norms usually require an apology, and indeed one can argue that failing to apologize itself merits an apology.  That apologies support themselves is the crucial element in keeping the set of norms small. An apology for not apologizing is usually left understood, to keep the interaction smooth and simple.  Still, when President Clinton apologized for the 1930s government-sponsored syphilis experiments in Tuskegee, Alabama, he included this further element (1997), “The American people are sorry -- for the loss, for the years of hurt.  You did nothing wrong, but you were grievously wronged.  I apologize and I am sorry that this apology has been so long in coming.”
An unusual aspect of apologies as supporting norms is that they call for the wrongdoer to participate in his own punishment.  The stereotypical view of social norms is that the violator is punished by others, but here the others act only when he or she refuses to do it.  One can imagine psychological reasons for this in that the apologizer then “owns” the wrong and may feel less resentment than if others were inflicting the harm.
Contrary-to-duty obligations in deontic logic and game theory

The strategic approach can be compared with deontic logic, the formal method most commonly used in the philosophy of ethics.  Deontic logic is concerned with the logical relationships among statements about obligations of agents or ideal states, and is non-strategic, without either probabilities or utilities.  


A wide debate in that literature is on contrary-to-duty obligation, which arise when the party has violated some duty and thereby incurred a new one (Chisholm 1964).  I am obliged not to commit a murder, one example goes, but if I do that anyway I should do it gently.  The latter is a contrary-to-duty obligation, but it seems odd to proclaim an ethical rule for how to do something wrong.  Apologizing is a contrary-to-duty obligation – I should not insult someone but if I do, I should apologize for it.  A “paradox” of such obligations, adapted here from a version of Forrester (1984), shows a technical problem for a deontic logic analysis.  Let the proposition i mean that I insult someone, let a mean that I apologize for the insult, and let Oblig a mean that I am obliged to apologize.  We assume these premises:


	Oblig ~i
	(1)

	i ( Oblig a
	(2)

	a (  i
	(3)

	 i

	(4)



The first is self-explanatory, (2) is the contrary-to-duty obligation, while (3) states that I cannot apologize for something that I did not do.  I may say the words, “I am sorry for having started the Hundred Years War,” but this is a pretense, and cannot be a real apology.  Premise (4) states that I did indeed insult the person so am facing my contrary-to-duty obligation.  As well as the inference rule of modus ponens, the following is included, a standard one in deontic logic:

      

 
p ( q → Oblig p ( Oblig q      (closure).

For example, if going to work means getting out of bed, it follows that if I am obliged to go to work then I am obliged to get out of bed.

From (2) and (4),




       Oblig a          
(5),

and from (3) and closure we have, 





Oblig a ( Oblig i        (6).

Combining (5) and (6) with modus ponens,





      Oblig i                
(7).

So together (1) and (7) require me to insult and to refrain from insulting the person – a contradiction.  

The difficulty seems to be that the closure rule is too broad, but just how to restrict it continues to be debated, with proposals that are either flawed or extremely complicated.  From a game theory viewpoint the problem is that standard deontic logic has no rule account of the connection between the original obligation and the contrary-to-duty one.  Writers sometimes call the latter a “secondary obligation,” as if I am bound by (1) but if I somehow violate it I should try for (2) as second best.  This ignores the strategic issue.  To represent (2) as the incentive for following (1), one needs to incorporate goals and beliefs.  The notion of behavior off-the-equilibrium-path is familiar to game theorists, as well as the idea that what would hypothetically happen there determines real behavior.  This is not to downplay attempts to solve this problem within deontic logic, only to point out that the strategic approach easily captures one feature that the logical one misses.
2. Why are apologies all-or-nothing?
Apologies bundle several functions together in one speech act – a set of assertions, an expression of a feeling, perhaps a request, and at least one promise.  When someone selects only part of the list they are seen as evading a full apology.  One would think it might be useful on some occasions to say, “I honestly don’t think I was to blame, but now that I know how you feel, I regret doing it and promise never to repeat it.”  This might reassure the offended party, yet there is no special word that does it, and often it might be taken as a refusal to “really” apologize.  

Apologizing as promising
The game below suggests a possible reason why.  The element of promising that there will be no repetition is of prime importance, so the model treats that as the only element of apologizing.  The promise turns out to be unconvincing.  Some offenders are more conscientious about keeping a promise and others less so, and the latter have a greater willingness to make one, since they know it is less of a restriction on their future options.  Like Akerlof’s “market of lemons (1970), the selection effect means that in equilibrium promises would not be believed, and effectively no one, scrupulous or nonchalant, would make a promise.  Adding the expression of regret makes the promise more believable.  It requires the apologizer to show an emotion, which may be hard to fake, so the equilibrium with promising appears.
In the game, Player 1 decides whether to apologize, which here means whether to promise Player 2 that he will not do action X again.  If Player 1 made no promise he would receive payoff d > 0 from doing X, but if 1 did it after promising not to, he would bear a cost of c, for a net payoff d - c.  Whether the cost c represents his conscience or worries about reputation or reprisals from 2 is not important, only that it measures his reluctance to break a promise.  Player 1’s motive to make a promise is that he would receive value bp from Player 2’s belief p that he will refrain from X.  Perhaps 1 wants 2 to take some action that requires 2’s trust, and the parameter b measures his value per unit of probability of being believed.  

At the time of his decision Player 1 knows the values b and c but not d, and Player 2 is uncertain about all three values.   Making a promise is, in a sense, betting that the value of d will not be too great.  The three values are the realizations of three random variables B, C and D, which have mutually independent uniform distributions on [0,1].
The game runs as follows:

Stage 1:  Player 1 learns b and c;
Stage 2:  Player1 promises or does not promise to refrain from X; 

Stage 3:  Player 1 learns d.

Stage 4: Player 1 does or does not do X.  

Player 1 receives 

(A b P2 [1 refrains from X | 1 promises] + (X (d – c),
where (A equals 0 or 1 if 1 does or does not apologize, and (X equals 0 or 1 if he refrains from X or does X, respectively.  Player 2 has no moves and is assigned no payoffs, but holds a belief P2 about 1’s reliability.  Note that the probability in 1’s payoff is that held by 2.  It is not conditional on b, c or d, since 2 does not know these.  Player 1 can infer this belief exactly and so it enters 1’s payoff function.  A subgame perfect Bayesian equilibrium will require consistency between 1’s moves and payoffs as well as between 1’s and 2’s beliefs.  

Generically the game has exactly one equilibrium: at Stage 2 Player 1 makes no promise, and Player 2, whether he hears a promise or not, believes with probability 1 that Player 1 will do X.  At Stage 4, of course, Player 1 simply optimizes, “generically” taking the action X only if d – c > 0.  (“Generically” means that the claim is true except for a set of situations with probability 0.  Player 1 types with c exactly 0, for example, will have nothing to lose and will be ready to make or not make a promise, but other types will want to refrain.)  

The equilibrium result can be understood by assuming, contrary to fact, that an equilibrium exists where Player 1 promises with non-zero probability.  Suppose 2’s probability that a promise will be kept is T.  It is easy to show that making a promise gives 1 an expectation of bT + (1 - c)2/2 while not promising gives 1 an expectation of 1/2.  If T = 0 then promising would be suboptimal for all 1-types with c > 0, contrary to the assumption.  Thus T > 0, and Player 1 will promise if b > [1 - (1 - c)2]/2T.  As a function of c, this curve starts at b = 0 and rises, so the more likely someone is to make a promise, the less likely they are to keep it.  A calculation of the likelihood of keeping the promise for each value hypothesized value of T shows that there is no fixed point in T except T = 0.

The players’ problem is like Akerlof’s “market for lemons” where the supposition that a salesman acceptance of your offer would tell you that the car is probably not worth it, so no deal can be made.  Here the fact that a party is willing to make a promise implies that they will probably not keep it.

Apologizing as promising with a show of remorse

One hypothesis is that an apology has its multiple features in part because these mitigate the unfortunate selection effect of voluntary promises.   An example is the expression of remorse.  One cannot apologize in a deadpan, and like many emotions, remorse is associated with physical displays that are hard to counterfeit.  We can model this by postulating that when 1 apologizes he shows a degree of remorse commensurate with his value of c.  With a certain probability, here taken as 1/2, Player 2 is able to discern the value of c from 1’s display and thereby accurately assess the degree of reliability of 1’s promise.  However, with probability 1/2 Player 2 fails to make a reliability judgment at all, and knows that, and uses only the fact that 1 made the apology as a basis for assessing whether 1 will keep it.  This is called the partial transparency model, since 1’s emotional display makes him sometimes fully transparent and sometimes not transparent at all.

This game generically possesses two equilibria.  One of them involves, as before, Player 1 making no promises and 2 completely disbelieving any promise.  This can be seen either as a distrusting society or one where there is no institution of promising.  It can be calculated that the other equilibrium has Player 1 making a promise whenever b > [1 – (1 - c)2]/(c + .357).  The types of Player 1 who promise are those above the solid curve of Figure 2.  A promise is made 27% of the time and Player 2 holds probability .357 that one will be kept.  Non-conscientious Player 1’s again tend to promise often, but the likelihood of promising falls for the middle types.  It rises again for the high-c types of Player 1, who hope that 2 will be able to recognize them as conscientious and grant them the benefits of belief.  Enough of the high 1-types join the mix to justify 2’s limited trust and this fact adds to everyone’s motivation to promise. 
______________________
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It might be objected that 1’s statement is not a real promise since they both know that 2 is convinced only to degree .357.  Can one make a promise with common knowledge that it is disbelieved?  One argument would say no, that notorious cheaters lose the ability to make (and therefore to break) promises.  The argument is plausible, but accepting it would just reinforce the model’s point, that the promise component of apologies need bolstering.  
Efficiency of promising


The equilibria of the two models can be assessed for their efficiency, and for the comparison we introduce two others.  The results depend entirely on the parameters assumed in the models so cannot be claimed to be valid, but the calculations help us understand the models’ structure.


First consider Player 1’s interest.  Suppose there were no promising, either because the institution did not exist or because promises were incredible.  Player 1 would always do X and on average would expect E(D) = .500.  For the opposite case, suppose that all promises were fully credible, i.e., that it was commonly known that c = 1.  Player 1 would promise if and only if b > E(D), and on average would gain P(B > 1/2) E(B|B > 1/2) + P(B ( 1/2) E(D) = 1/2 x 3/4 + 1/2 x 1/2 = .625

The partially-transparent equilibrium gives Player 1 an expectation calculated as .516, which is 12.8% of the way to the ideal of full honesty.  Compare this with a model involving full transparency, where Player 1’s promise somehow reveals his type exactly and they commonly know that.  Then 2 would assign 1’s promise a credibility of c, and an integration shows that 1’s prospect of possibly doing X, having promised, confers a benefit of (1 - c)2/2.  So 1 would promise if bc + (1 - c)2/2 > 1/2, that is, if b > 1 – c/2, shown as a dotted line in Figure 3.  The dotted line has a downward slope, so the pool of promisers is biased towards conscientious types.  A simple calculation shows that 1’s expected benefit would be .532, which is 25.6% of that from a society of honest people.  Both gains are relatively small.  

To measure Player 2’s benefits, we assume that 2’s only goal is that X not happen.  Player 2 has no interest per se in not being deceived.  (Assuming this extreme makes more sense than the alternative.  A Player 2 who cared only about not being deceived, would not want 1 to make any promise at all.)  Without promises, 1 will always do X, so 2 is maximally dissatisfied.  With partial transparency 1 promises 27% of the time and is faithful with probability .357, so the likelihood of X is 1 - .270 x .357 = .903.  With full transparency it is calculated from Figure 2 to be .833, and with complete honesty it is simply the probability of a promise, which is P(B < 1/2) = .500.  Thus partial and full transparency confer 19% and 33% of the benefit 2 would enjoy in an honest and virtuous society.

The emotional display helps mitigate the lemons effect, but other facets of an apology might have a role as well.  The apologizer’s statement that he did wrong means a loss of face and on-the-record admission.  Unlike a commitment to do something in the future, these are non-reversible, so one might model them as tying one’s hands or as costly signals of sincere intentions.

3. Game Theory as a Tool for the Analysis of Norms

In studies of group reconciliation, apologizing is often studied politically and legally, and its consequences are treated as matters of emotion and affect (see, for example, the discussion in Kaminski et al. 2006), but the analyses here show that apologies raise strategic questions as well.  The models in each section have different focuses, the first on how apologies provide the right incentives to maintain other norms in a network and second on how they can be credible.  Understanding the structure of apologies puts us in a position to see how they vary across cultures, and to implement them more effectively.
Appendix
Condition on the discount rate for Apologize-and-Restitute to be an equilibrium

To determine the critical ( such that Apologize-and-Restitute is an equilibrium, we consider the possible positions that the Row player could be in and compare the present value of sticking with the SSP versus choosing the most attractive alternative.  By standard arguments Row’s present value is calculated under the assumption that Column uses the SSP, that Row deviates at the first stage and returns to the SSP immediately after the deviation.


Suppose players are on the initial path.  The sequence of play will be TT, TT, TT, . . . and Row’s payoff stream will be 6, 6, 6, . . . for a present value of 6/(1 - ().  If Row deviates to W on the first move the play will be WT, SW, TW, TT, TT, . . . and Row’s stream will be 12, -1, -6, 6, 6 . . .  for a present value of 12  - 1(  - 6( 2 + 6( 3/(1 - ().  As long as ( > .473, the former value will be greater and Row will not be tempted to deviate.  
There are four other positions that Row may face during the game – at the first or second move or Row’s own punishment path, or of Column’s path, and each of these yields a condition on ( for compliance with the equilibrium.  All of these conditions must hold for the strategies to be a subgame perfect equilibrium, and the strictest is found to be ( > .564.
The robustness of Apologize-and-Restitute 

There is a finite number of pure-strategy symmetrical equilibria that produce cooperation and restore it after a violation in two stages.  Row has three possible moves for each of the first two stages of Row’s punishment path, and so does Column, yielding 81 possibilities.  By considering cases it can be shown that for these particular payoffs, Apologize-and-Restitute has a lower threshold for maintaining cooperation than any other strategy in the set.
Equilibria of the partial transparency game

Player 1’s payoff is increasing in b, and b has no other effect within the model.  Therefore if in equilibrium Player 1 promises for a given b, he will promise for all higher values of b as well.  It follows that generically, 1’s strategy can be represented by a function of c, f(c), which states the cutoff for b above which 1 will promise.  Also if the probability of promising is positive, then f(0) = 0 since a player with c = 0 can only gain by promising.  We will first consider the case of a function such that 0 < f(c) < 0 for 0 < c < 1. 

If Player 1 promises, he will gain (1-c)2/2 from 
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Figure 1: Row’s consequence graph (top) and support graph (bottom) for the Apologize-and-Restitute equilibrium.  The ovals represent the system’s five norms.  
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Figure 2.  The partial transparency (solid line) and full transparency (dotted line) promising games.  All types above (below) a game’s line use the strategy shown.   
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