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Abstract
Existing research has shown that highly diverse countries tend to provide 
less public goods. This article argues, by contrast, that the relationship is 
spurious: both contemporary ethnic heterogeneity and low public goods 
provision represent legacies of a weakly developed state capacity inherited 
from the past. Classical theories of state formation are then tested to 
show that favorable topography and climate, high population densities, as 
well as a history of warfare are conducive to state formation. Using an 
instrumental variable approach, I show that previous ethnic diversity is 
not consistently an impediment to the formation of indigenous states and 
thus to contemporary public goods provision. Empirically, this article uses 
three different measurements of public goods provision and data on pre-
colonial levels of state formation in Asia and Africa to test these various 
hypotheses.
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In politics, academia, and business, ethnic and racial diversity is now 
embraced as a positive aspect of human life, with the exception of some 
radical anti-immigrant movements. Fostering diversity is seen as tool for 
enhancing a vibrant, post-nationalist society by governments favoring a 
liberal immigration regime; universities seek to create a faculty and stu-
dent body that mirrors the diverse ethnic and racial composition of the 
population at large; business organizations believe that enhancing diver-
sity will lead to creativity and innovation—and help with minority 
costumers.

On the other hand, however, social scientists find that ethnic and racial 
diversity is detrimental for social trust, economic development, public goods 
provision, political peace, and more. Several different micro-mechanisms 
have been proposed of why diversity should have such detrimental conse-
quences, from coordination problems that arise if diverse publics hold differ-
ent preferences, to an intrinsic difficulty to trust ethno-racial others or 
sanctioning them for violating norms of co-operation.

This article seeks to re-evaluate these empirical claims. It zooms in on one 
particular aspect of the overall debate: whether or not countries with a more 
diverse ethnic make-up of the population are indeed less able or willing to 
provide its citizens with public goods such as education, health, and physical 
infrastructure. It does not address whether diversity has detrimental conse-
quences for public goods provision at the level of cities, villages, organiza-
tions, and other sub-national communities.

The core contribution of this article is to look at ethnic diversity and the 
provision of public goods from a longer term, political development perspec-
tive that spans many generations. Rather than treating ethnic diversity as an 
exogenous variable that is unaffected by political developments, similar to 
climate or topography, it should be viewed as the consequence of the history 
of state formation and nation building that at the same time shapes contem-
porary capacity to provide public goods. In other words, diversity and the 
state’s capacity to public goods may both result from a previous history of 
state formation.

Strong states offered incentives for minorities to adopt the language and 
culture of the dominant Staatsvolk, thus decreasing diversity over the genera-
tions. Well-developed states also left a legacy of indigenous bureaucratic 
capacity, on which colonial rule often rested, which shapes contemporary 
ability to provide public goods in path-dependent ways. The association 
between today’s diversity and public goods provision is therefore brought 
about by this shared historical legacy and not by a direct causal connection. 
To evaluate this argument empirically, I proceed in three steps.
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The first step uses data on adult literacy rates, infant mortality, and rail-
road density as proxies for public goods provision by the state, in line with 
the recent quantitative literature on public good provision. To be sure, these 
are not “pure” public goods in the strict sense of the term as originally defined 
by economists (Olson, 1965) because they are not completely non-rival (if 
everyone used health care facilities at the same time, everyone gets less atten-
tion) and they are not entirely non-excludable either (not everybody gets the 
same chance at an education, see Kramon & Posner, 2012). But they are the 
kinds of outcomes that the political economy literature on government pro-
vided public goods has focused upon in the past.

Data on these three outcomes are available for almost all states of the 
world from 1945 or the year of independence onward (reliable data on 
infant mortality rates start in 1960, however). Regression analysis reveals 
that the association between ethno-linguistic diversity and low public goods 
provision disappears once we integrate a measurement of late 19th century 
levels of state building, which is available for the 76 countries of Africa and 
Asia.

In the second step, I show that ethno-linguistic fractionalization, measured 
in the early 1960s by Soviet ethnographers, is also closely associated with 
19th century levels of stateness, controlling for other factors, including sub-
sequent colonial experiences. If 19th century state formation is such a power-
ful predictor of both contemporary ethnic diversity and public goods 
provision, how can we in turn understand why it varies across countries?

In a third step, I pursue this historical question by testing a series of clas-
sical arguments about the rise of centralized states. This part of the analysis 
is based on cross-sectional data of varying quality. The analysis suggests that 
states were more likely to emerge where wars were more frequent (as main-
tained by Charles Tilly), geography conscribed the population (the classical 
theory of Carneiros), the climate was favorable (à la Sachs), and population 
density high (as argued by Jeffrey Herbst). Instrumental variable analysis 
shows that preceding ethnic diversity does not consistently shape late 19th 
century state formation, thus reducing the possibility that the analysis suffers 
from endogeneity problems.

There is no ambiguity, however, about the crucial finding that contempo-
rary ethnic diversity is not systematically related to current public good pro-
vision once historical levels of state building are taken into account. The 
article thus calls for revisiting the linkage between diversity and public goods 
provision and to embed its study into a longer term, historically informed 
perspective that allows disentangling and specifying their endogenous rela-
tionships. It thus parallels other research that has shown that diversity in and 
of itself is not detrimental to peace (Fearon & Laitin, 2003; Wimmer, 
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Cederman, & Min, 2009), public goods provision (Baldwin & Huber, 2011; 
Glennerster, Miguel, & Rothenberg, 2013), or democracy (Gerring, Zarecki, 
& Hoffman, 2013). The article is organized in a straightforward way. The 
first section outlines the detrimental diversity argument in more detail, fol-
lowed by the “endogenous diversity” perspective advocated here. The next 
three sections follow the three steps outlined above, with data sources, mea-
surements, and modeling strategies discussed separately for each step. A 
short final section concludes.

Detrimental Diversity

Easterly and Levine’s (1997) influential article found that ethnically diverse 
countries experience economic growth rates of up to 2% less per year than 
homogeneous states. Compounded over decades, this relationship is sup-
posed to explain a large part of the “growth tragedy” afflicting many develop-
ing countries, especially in Africa. Many subsequent studies have found a 
similar correlation between ethno-linguistic fractionalization and growth 
rates (Alesina, Devleeschauwer, Easterley, Kurlat, & Wacziarg, 2003; Alesina 
& La Ferrara, 2005; Montalvo & Reynal-Querol, 2005; Rodrik, 1999; Sala-i-
Martin, Dopperlhoffer, & Miller, 2004). Before too long, economists and 
political scientists probed into other detrimental consequences of diversity, 
including generalized trust (Bjornskov, 2004; Glennerster et al., 2013; Knack 
& Keefer, 1997; Soroka, Banting, & Johnston, 2002) and social capital 
(Alesina & La Ferrara, 2000; Putnam, 2007), or welfare state development 
(Alesina & Glaeser, 2004; also Desmet, Weber, & Rotuno-Ortin, 2010; for 
the most recent overview, see Gerring, Thacker, Lu, & Huang, 2015).

According to the seminal study by Alesina and co-authors, ethnic diversity 
is also associated with lower provision of public goods (Alesina, Baqir, & 
Easterley, 1999)—the focus of this article. They foresee two mechanisms. 
First, individuals might not want to share public goods with ethnic others, 
which results in lower overall levels of public goods provision (for U.S. cit-
ies, see Poterba, 1997). I call this the “ethnic egotism” mechanism (for U.S.-
based evidence, see Trounstine, n.d.). By logical implication, this should be 
especially true if not all ethnic groups hold a share of government power in 
accordance with their population size, in other words, in situations of ethno-
political inequality in which only the coalition of ethnic groups represented 
in government will be provided with an adequate level of public goods (for 
Kenyan evidence, see Kramon & Posner, 2012).

Second, different ethnic groups could hold divergent preferences, inde-
pendent of whether or not ethnicity is politically relevant, which increases 
collective action and coordination problems. Low level of public goods 
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provision overall are the result. Alesina and co-authors offered a variety of 
reasons and mechanisms through which the association between ethnicity 
and preferences emerges: high levels of residential segregation along 
ethno-racial lines may lead to different needs for public infrastructure; 
speakers of different languages may advocate their own as official lan-
guage of instruction (Alesina et al., 1999, p. 1251; also Easterly & Levine, 
1997, pp. 1214-1216).

Whatever the precise mechanisms, a negative association between ethno-
demographic diversity and public goods provision has been found at the level 
of U.S. cities (Alesina et al., 1999; Goldin & Katz, 1999; Vigdor, 2004; but 
see the conclusion from a more dynamic analysis by Hopkins, 2011), Kenyan 
villages (Miguel & Gugerty, 2005), Indian villages (Banerjee, Lakshimi, & 
Somanathan, 2005),1 as well as at the country level, with which this article is 
concerned. Using a global data set, La Porta, Lopez-de-Silanes, Shleifer, and 
Vishny (1999) show that linguistic fractionalization is associated with higher 
infant mortality and lower alphabetization rates, their measurements for pub-
lic good output (similarly Gerring et al., 2015, Table A7; Ahlerup, 2009, who 
control for possible endogeneity; Mahzab, Atiq, & Devrariani, 2013).2

So much has the relationship between diversity and under-provision of 
public goods be taken for granted that subsequent research mainly focused in 
identifying the various possible mechanisms foreseen in Alesina’s frame-
work and beyond—mostly with a focus on the diverse preferences mecha-
nism, rather than ethnic egotism. Baldwin and Huber (2011) showed 
empirically on the basis of the analysis of 42 countries that economic inequal-
ity along ethnic lines may lead to different preferences for public goods and 
thus coordination problems and under-provision overall. Lieberman and 
McClendon (2011) show that such preference divergence exists in 18 African 
countries especially if ethnicity is politicized and if wealth disparities between 
groups are high (in line with Baldwin & Huber, 2011). Habyarimana, 
Humphreys, Posner, and Weinstein (2007), however, find no correspondence 
between policy preference and ethnic group membership in their experiments 
in a slum of Kampala. Their results suggest that co-ethnics chose—most 
likely following normative expectations that have become routinized—to co-
operate with each other and punish defectors more than heterogeneous teams 
of individuals. Similarly, Algan, Hémet, and Laitin (2011) find that ethnic 
heterogeneity in French social housing complexes, to which residents are 
allocated randomly, leads to fewer public goods because sanctioning across 
ethnic divides is more difficult, as is social mobilization for petitioning such 
goods from state authorities. In how far these local experiments tell us any-
thing about public goods provision by the local governments yet alone by the 
state, remains obviously an open question.
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Endogenizing Diversity

This article argues that before we further explore possible mechanisms, we 
need to revisit the relationship between diversity and public goods provision 
itself. It does so by focusing exclusively on the country level because differ-
ent mechanisms might operate at the local level (for evidence, see Gerring et 
al., 2015). Existing research often takes ethnic diversity as an exogenously 
given, demographic variable not affected by public goods provision in the 
past. It is treated as a naturally given feature of the social world, rather than a 
product of history, as Alesina and La Ferrara (2005, p. 788f.) acknowledge. 
Although one recent working paper moves beyond these assumptions to test 
whether diversity results from low public goods provision or economic 
growth, using an instrumental variable approach (Ahlerup, 2009), the litera-
ture has not considered that ethnic diversity and public goods provision might 
be spuriously related to each other because both depend on slowly evolving 
state capacity.

More precisely, states that are capable to provide public goods across the 
entire territory and that are politically strong enough to disempower and inte-
grate local elites provide incentives for minorities to adopt the language of 
the dominant groups and to eventually adopt the core identity. Ordinary citi-
zens shift their primary language to communicate more easily with state offi-
cials, to demand services, participation, and recognition more effectively, or 
to become a civil servant themselves. Linguistic heterogeneity should thus 
decrease the stronger the capacity of the state to interfere in the daily lives of 
its citizens and provide them with public goods. From a long-term historical 
perspective, therefore, ethno-linguistic diversity is not exogenously given, 
but results from slow-moving, generation-spanning processes of linguistic 
assimilation (and dissimilation). Following recent arguments in sociology, 
we can assume that religions and that racial phenotypes are more resistant to 
such assimilation, the first because it is more closely associated with cultural 
norms and practices (and thus more costly to change; Brubaker, 2013) and 
the second because it cannot be changed at the individual level (though it can, 
of course, be re-interpreted, see Loveman & Muniz, 2006).

In France, to give an example for the process I have in mind, the king had 
started to extend a uniform and integrated bureaucracy, personified by the 
royal intendant, since the 17th century. From the 18th century onward, it 
also provided public goods by financing local police, postal services, con-
struction and repair projects, and the “hospitals” that cared for and at the 
same time confined and controlled orphans, the poor, and the sick. In the 
Third Republic, finally, a massive boost in state capacity occurred, and the 
center now mandated and financed public schooling for the entire 
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population, new hospitals for the poor and sick, policing in every commune 
of the country, and so on (for details, the online appendix to Kroneberg & 
Wimmer, 2012). The result of this increase in public goods provision was, as 
Eugene Weber (1979) has shown in a seminal historical study, that fewer and 
fewer speakers of minority languages identified as Provençale, Aquitaine, 
Occidental, and so forth, rather than as French. And fewer and fewer were 
able to speak these languages, given the impact of the school system and of 
universal conscription into an army commanded in standard French.3

Contrast this with mainland Tanzania, which did not know, throughout its 
modern history, any political entity centralized above the level of clusters of 
village and tribal segments. The Zanzibari Sultans militarily dominated the 
mainland from the early 18th century onward. Its slave raiders were operat-
ing throughout the area, but the Sultanate never administered the inland pop-
ulation directly—let alone provided any public goods. By the end of the 19th 
century, during the period of the Third Republic in France, Tanzania had 
come under the rule of Germans, who controlled the territory by military 
force, rather than by building a strong state infrastructure. Conformingly, 
Tanzania today represents one of the most ethno-linguistically heterogeneous 
countries of the world (for other explanations of linguistic homogeneity, see 
Ahlerup & Olsson, 2012; Michalopoulos, 2012; Nunn, 2008).

But did not the colonial period profoundly alternate or even reverse pro-
cesses of ethnic homogenization? First, we should note that processes of lin-
guistic homogenization were rarely reversed during the colonial period, but 
maintained even where pre-colonial political units, such as a traditional king-
dom, were destroyed by the colonial rulers (on the Matabele in colonial 
Rhodesia, see Ranger, 1966; on the Bakongo in Congo, Lemarchand, 1964, 
p. 193f.). Second, some cultural assimilation processes proceeded within 
political units that preceded colonization and were maintained by the colonial 
rulers (on Yoruba ethnogenesis, see Peel, 1989). Third, other colonial histori-
ans have observed the continued amalgamation and integration of smaller 
ethnic units into larger ones. Various reasons can be distinguished: larger 
units were often more appropriate for competing for power and status in the 
new political arena established by colonial governments (Peel, 1989; on the 
Fang of Gabon and Cameroon Fernandez, 1966). Smaller political units were 
brought into larger colonial administrative, often ethno-regional units within 
which assimilation processes unfolded (see the “montagnards” in the high-
lands of Vietnam described by Tefft, 1999; on the Katanga, Young, 1965). 
Elsewhere, missionaries undertook linguistic standardization and homogeni-
zation (on the Tsonga in South Africa, see Harries, 1989). Migration within 
colonial labor markets often produced assimilation into local majorities (see 
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the classic study on Rhodesia’s mining towns by Mitchell, 1974; but some-
times, anti-assimilation movements emerged, see Chai, 1996).

In short, I maintain that processes of homogenization during the colonial 
period remained either strongly influenced by pre-colonial levels of state 
formation or accelerated and were enhanced, but rarely reversed. One could 
argue that in how far additional homogeneity was produced by colonial rule 
depended on the degree to which it took on more direct, interventionist 
forms (on colonial styles, see Young, 1994). As Gerring, Ziblatt, van Gorp, 
and Arévalo (2011) have shown, however, colonial rulers often chose indi-
rect rule where indigenous state capacity was high—a clear indication of 
the historically obvious fact that colonial government was shaped by pre-
colonial political realities (but see for Latin America Mahoney, 2010). Still, 
to capture intervening, colonial modifications of both state capacity and 
ethnic diversity, we will need to control for style of colonial rule, or in 
absence of corresponding data, for the colonial master in the regression 
analyses on pre-colonial state centralization and ethno-linguistic diversity 
below.4

Second, these slow-moving processes of domestic state formation not 
only shaped ethnic heterogeneity but also influenced contemporary capacity 
to provide public goods through a path-dependency effect of sort (in line with 
Bockstette, Chanda, & Putterman, 2002; Englebert, 2000; Gennaioli & 
Rainer, 2007). Contemporary China, to shift examples, looks back on a his-
tory of at least a thousand years of bureaucratic state making, administrative 
centralization, and effective intervention in the daily life of ordinary Chinese. 
In Zaire, by contrast, the departing Belgian colonial administration, after hav-
ing destroyed the small indigenous kingdoms of the interior and the coast, 
took everything with them—from knowledge of how to organize a state all 
the way to the typewriters. There was neither the physical infrastructure nor 
the human capital or organizational routines for the independent state to pro-
vide its citizenry even with a minimal level of public goods. Centralized pre-
colonial states also provided institutional capacity on which colonial 
administrations often built (as in Korea, Botswana, or Uganda) and which 
allowed for the infrastructural integration of the territory and an effective 
provision of public goods by the post-colonial state (for African evidence of 
such path-dependency,5 see Gennaioli & Rainer, 2007).

If past bureaucratic capacity and levels of state building influence both 
contemporary ethnic diversity and public goods provision, the relationship 
between the latter might be spurious. Not taking this into account therefore 
creates the appearance that ethnic diversity—if conceived as an ahistori-
cal, exogenous force—is making public goods provision more difficult 
today.
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This argument is evaluated empirically in the following three sections, the 
first showing that the association between public goods provision and ethnic 
diversity is spurious once we control for pre-colonial levels of state central-
ization. The second section demonstrates that pre-colonial state centraliza-
tion also determines levels of ethnic diversity in the 1960s. A third step will 
then seek to understand variation in historical levels of state building, using 
two different measures of inherited levels of stateness.

The First Step: Explaining Public Goods Provision

Measurements and Data

How could we measure contemporary state capacity to provide public goods? 
I will rely on two commonly used indicators of public goods provision and 
introduce a new third one. Among the more commonly used are adult literacy 
rates, which are supposed to be strongly influenced by public school systems 
as well as state-led alphabetization campaigns. The data were assembled 
from various sources (see Wimmer & Feinstein, 2010). They refer to the pro-
portion of alphabetized adults in the overall population and are available for 
most countries of the world since the early 19th century. For this article, I will 
use the post-1945 data only.6

The second commonly used indicator is infant mortality rates per 1,000 
live births. I rely on the World Development Indicators assembled by the 
World Bank, which are available from 1960 onward only. Although it is obvi-
ous that mortality also depends on climate and disease prevalence as well as 
the general standard of living of a population, many researchers (Gennaioli & 
Rainer, 2007; La Porta et al., 1999) believe that it is so strongly influenced by 
government-run immunization programs and basic health care infrastructure 
that it represents a good enough proxy for state capacity to provide public 
goods.

A third, less commonly used indicator of public goods provision is the 
length of railroad tracks per square kilometer (for data sources see online 
appendix for Wimmer & Feinstein, 2010).7 Railroads often represent a public 
good in themselves, provided and maintained by the state—though some rail-
roads also served military purposes or to transport agricultural goods to the 
coast on tracks maintained by private companies. Still, railway length comes 
as close to a good measurement of public goods provision as do the other two 
indicators. The advantage of railway length as a measurement of public good 
provision is that of data quality. It is obviously much easier to measure rail-
ways lengths for each year than to measure the provision of public goods 
directly (such as state-run hospitals or schools).
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How have other scholars measured public goods provision? La Porta et 
al.’s (1999) well-known study introduced the detrimental diversity argument 
to the economics of public goods provision. They used three proxy variables 
in their cross-country, cross-sectional analysis: child mortality, adult literacy, 
and average years of schooling (which is not associated with ethnic diversity, 
however). To check for robustness of results obtained in the following analy-
sis, the online appendix will offer a replication study using la Porta et al.’s 
data set with all their dependent and control variables.

Next, I introduce the independent variables used in the pooled time series 
data set assembled for this project. The detrimental diversity argument, as 
discussed above, foresees two basic possibly mechanisms: ethnic egoism and 
preference heterogeneity. According to the ethnic egoism mechanism, the 
unwillingness to share public goods with ethnic others leads to lower overall 
public goods provision. As mentioned above, this should be especially the 
case if the ethnic governing coalition is small and if large segments of the 
population remain excluded from representation at the highest level of gov-
ernment. I rely on the Ethnic Power Relations data set (Wimmer et al., 2009) 
to measure the share of the population that is not represented in government 
on the basis of their ethnic background. To avoid endogeneity problems (after 
all, public goods provision might affect the level of ethnic inclusiveness, as 
argued by Kroneberg & Wimmer, 2012; Wimmer, 2014), I measure ethnic 
exclusiveness in the first year of data available (1945 or the year after 
independence).

The second mechanism, according to the detrimental diversity argument, 
is that ethnic groups diverge in their policy preferences, which makes the 
provision of public goods more difficult. To measure ethno-linguistic diver-
sity, on which the country-level literature has focused so far, the several pos-
sible indices are available. I use the earliest available data, which was 
assembled by Soviet ethnographers in the 1950s and 1960s (data adopted 
from Fearon and Laitin [2003]), which reduces possible reverse causation 
problems because most of the data on the dependent variables concern years 
after 1960. Two other data sets on ethno-linguistic fractionalization produce 
substantially identical results, as robustness analyses in the online appendix 
will demonstrate.

Finally, how could we measure inherited levels of state formation? For the 
first step of the analysis, I rely on the Human Relations Area Files that were 
assembled by anthropologists on the basis of thousands of ethnographies 
referring to pre-colonial economic, social, political, and cultural features. 
This rich data have been aggregated to the country-level by Müller (1999; for 
other recent use of the Human Relations Area File [HRAF] data, see Gennaioli 
& Rainer, 2007; Gerring et al., 2011). They mapped the pre-colonial ethnic 
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groups onto the grid of today’s states and estimated the population shares of 
these groups in 1960. Based on these data, I calculate the percentage of today’s 
population that was ruled in pre-colonial times by some form of state with a 
minimal degree of bureaucratic development and hierarchical political 
integration.

For example, the HRAF contains information on number of ethnic groups 
in Ghana, and for each of them coded the number of levels of political author-
ity above the local community. Three or more levels are considered states, 
following traditional political anthropology definitions of statehood. Müller 
and co-authors then calculated the population share in 1960 of each of these 
ethnic groups (earlier data are not available or unreliable). This allows to 
calculate the share of the population in 1960 that was governed, in the pre-
colonial era, by states.

Unfortunately, these data are available for only half of the countries of the 
world, excluding the Americas and Europe. We therefore will have to care-
fully assess whether the association between public goods and ethnic frac-
tionalization disappears once we include this measurement of pre-colonial 
stateness because the sample scope changes or because of the effects of the 
pre-colonial stateness variable itself. The data limitations represent, however, 
an advantage from a conceptual point of view: Almost all of Africa and Asia 
was colonized by European powers in the late 19th century, and the data on 
pre-colonial institutions therefore refer to a similar period, which would not 
be the case if we included the Americas (and obviously, Europe). This does 
not mean, of course, that these institutions developed entirely independent of 
European influence or independent of the world system centered on Europe 
since the early 16th century, as historically minded anthropologists have 
shown (Wolf, 1982). But it clearly refers to the situation before direct 
European conquest and the rise of the colonial state.

A set of common controls that affect all three measurements of public 
goods provision is considered. First, recent work in political science has 
shown that democracies are more likely to provide public goods because rul-
ers have incentives to curry the favor of their voters (see Golden & Min, 
2013: 75). Following standard approaches, I use the combined autocracy and 
democracy score from the Polity 4 project to control for regime type. Second, 
the resource curse literature (Ross, 2012) suggests that oil-rich countries pro-
vide less public goods because their rulers are prone to rent seeking and/or 
gain legitimacy by not raising any taxes, rather than by providing public 
goods. More evidently, we need to control for GDP per capita, which should 
be associated with all three measurements of public goods provision. Fourth, 
the “artificiality” of contemporary states, measured with the number of years 
with constant borders since 1816, is believed by some authors to affect 
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contemporary state capacity (Bockstette et al., 2002; Englebert, 2000; data 
are from Wimmer & Min, 2006). Fifth, a simple chronological year variable 
captures possible time trends in the provision of public goods. Sixth, the 
demand for public goods is also influenced by the sectorial composition of 
the economy—independent of the state capacity to provide them. 
Industrialized economies create a much higher demand for public goods, 
whereas the opposite should be true for agricultural economies, where fami-
lies or village communities still assume many state functions. I introduce a 
variable that measures agriculture’s share of GDP (from the World Bank 
Development Indicator data suit), which is unfortunately only available from 
1960 onward. I will thus run all models both with and without this control 
variable to make sure that results are not affected by list-wise deletion.

For each of the three dependent variables, one additional control is added. 
Literacy rates are possibly affected by the size of the population, either 
through economies of scales or, quite the opposite, because very large popu-
lations might discourage a complete alphabetization. For railroad density, we 
need to add a measure of topography, and the one most effective turned out to 
be steepness of terrain, measured as the difference between highest and low-
est elevations in a country (these data are from Fearon & Laitin, 2003). Infant 
mortality, finally, is affected not only by the state’s efforts at lowering it, but 
by climate and disease prevalence. I add a measurement of the risk of being 
infected by fatal malaria in 1990 as a control (Sachs, 2003).

Modeling Strategy

All three models with public good provision as outcome variables will run 
with pooled time-series data sets. This is an appropriate modeling strategy 
because the outcomes vary over time within countries. I cluster robust stan-
dard errors at the country level to take the non-independence of subsequent 
observations in the same country into account. As railways and infant mortal-
ity are continuous outcomes, a standard ordinary least squares (OLS) regres-
sion model will be adequate. Literacy rates represent proportions, bound by 0 
and 1. The dependent variable is not over-dispersed, and the appropriate sta-
tistical model is therefore a general linear regression with a logistic link func-
tion and the specification of a binomial distribution of the dependent 
variable.

I pursue a four-step (nested) modeling strategy to enhance transparency 
and account for the possibility that the estimates are sensitive to sample defini-
tions. We are forced to list-wise delete data, as mentioned previously, as infor-
mation on pre-colonial stateness is available only for Asia and Africa and 
those on agricultural share of GDP only from the 1960 onward. I therefore 
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proceed in four steps. In the first step, I run models with all covariates that do 
not have missing values as well as another model with the agricultural share of 
GDP added to the equation. In a second step, I reduce the sample to those 
countries that do not have missing values on the pre-colonial stateness vari-
able without, however, adding it at this point. This is to make sure that our 
estimates for ethnic fractionalization do not change because of a changed 
sample definition. These models are again both run with and without the agri-
cultural share of GDP variable. In the third step, the equations include the 
pre-colonial stateness variable but not ethnic fractionalization. This model 
will tell us whether it is significantly associated with public goods provision 
when not controlling for fractionalization. The last and analytically crucial 
step includes both fractionalization and pre-colonial stateness—hoping that 
we can thus demonstrate the spuriousness of the association between fraction-
alization and public goods provision.

Results

Before focusing on the core variables of interest, a brief discussion of the 
control variables is in order. As Tables 1 through 3 show, the most consis-
tently significant control variables are the combined democracy/autocracy 
score, the oil production measurement, levels of economic development, the 
share of agriculture in the GDP, as well as the time trend. As expected, more 
democratic states have more literate populations (though not consistent 
across model specifications), railway systems with longer tracks, and lower 
infant mortality rates, whereas oil-rich countries show the opposite character-
istics. Agriculturally based economies are governed by states that provide 
much fewer public goods, though the variable is insignificant when railroads 
are the outcome variable. Over time, more public goods are being provided, 
again except in the models on railway length, where time is generally insig-
nificant. GDP is systematically related to all outcome measures again except 
to railway track length, perhaps because some very rich countries have ceased 
to build railways. Continuity of state borders are only associated with literacy 
(in the full sample). Among the additional control variables specific to each 
outcome, malaria risk is a (very powerful) predictor of child mortality, 
whereas neither topography nor population size seem to matter consistently 
for the building of railways or the alphabetization of the population.

Moving to the variables of core theoretical interest for this article, the 
ethnic egoism mechanism seems not to affect public goods provision at all. 
Countries that excluded large proportions of their populations from central 
government power on the basis of their ethnic background do not subse-
quently provide fewer public goods overall. The coefficient of the initial 
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share of the excluded population variable is never significant in Tables 1 
through 3.

However, much seems to speak in favor of the preference heterogeneity 
mechanisms according to which ethnic heterogeneity negatively affects a 
state’s capacity to provide public goods. Both in the full sample (Models 1 
and 2) and in the reduced sample of Asian and African countries (Models 3 
and 4), ethno-linguistic fractionalization is significantly associated with low 
public goods provision and with a quite large coefficient, thus reproducing 
the results of previous research (the one exception is Model 2 of Table 2; in 
Models 4 of Tables 1 and 2, the variable misses standard levels of signifi-
cance with a p value of .113 or .123, respectively). For example, decreasing 
the chances that two randomly chosen individuals speak the same language 
by 28% (a standard deviation) decreases the length of railways tracks by one 
fifth of a standard deviation, infant mortality by 7 children per 1,000 live 
births, and adult literacy rates by 10% (these are standardized coefficients 
based on Model 1 in Tables 1 to 3).

The picture changes quite dramatically, however, as soon as we control for 
levels of pre-colonial stateness. This variable is significantly associated with 
all three measurements of public good provision when we disregard the 
ethno-linguistic composition of the population (Models 5 and 6), except in 
the models on infant mortality (Model 5 and 6 in Table 3). With both pre-
colonial stateness and ethno-linguistic fractionalization in the equation 
(Models 7 and 8), ethnic fractionalization is no longer significantly associ-
ated with any of the three outcomes, lending strong support to the idea that 
diversity is endogenous to, rather than representing an impediment to the 
formation of capable states. Meanwhile, levels of pre-colonial stateness are 
significantly associated with two of the three outcomes even when control-
ling for ethnic diversity, the exception again being infant mortality. Increasing 
the share of the population that was governed by states in the pre-colonial 
period by 40% (one standard deviation) is associated with almost a third of a 
standard deviation more railways and a reduction of illiteracy by 6% (stan-
dardized coefficients based on Models 7 in Tables 1 and 2).

Some Robustness Checks

Online appendix Table 1 shows that these results are upheld if we control for 
the intervening style of imperial rule—proxied, in the absence of better data, 
for example, on the indirectness of rule, by whether a territory was governed 
by the Ottomans, Portuguese, French, or British (with all others serving as the 
omitted category). The results are substantially identical to the ones presented 
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in Tables 1 through 3, including that the pre-colonial centralization variable 
fails to reach standard levels of significance in models with infant mortality 
as the dependent variable. None of the colonial master dummies reach stan-
dard levels of significance consistently across all measurements of public 
goods provision.

As an additional robustness check, online appendix Table 2 offers a series 
of replication models based on de la Porta’s et al. data universe and modeling 
approach. This is to make sure that the above findings can be reproduced 
within their framework. I proceed in the same four steps as above, this time 
regressing on average school achievement as well to replicate their definition 
of public goods provision one by one. The results are generally consistent 
with the ones discussed above and thus support the idea that we need to take 
the long-term history of state formation into account when trying to evaluate 
how diversity affects public goods provision.

As a final robustness check, I used two different coding of linguistic diver-
sity besides the one based on the Soviet Atlas in Tables 1 to 3 above: a frac-
tionalization index based on Roeder’s (2007) list of ethno-linguistic groups 
as well as the often used linguistic fractionalization index introduced by 
Alesina et al. (2003). As online appendix Table 3 shows, the results are sub-
stantially very similar to those presented above. In one of the six models 
(Model 6), however, Alesina et al.’s linguistic fractionalization index remains 
marginally significant when regressed on infant mortality rate despite includ-
ing the pre-colonial stateness variable.

Online appendix Table 3 also contains two additional sets of models that 
use religious instead of linguistic fractionalization indices (offered by Alesina 
et al., 2003; Fearon, 2003). In line with theoretical expectations, they are 
insignificant in all six models without the pre-colonial stateness variable—
indicating that religious diversity has none of the supposed negative conse-
quences that linguistic diversity has, even though religion should be more 
closely associated with public policy preferences and/or produce stronger in-
group bias. In two of the six models (Models 20 and 22), the coefficient for 
the religious diversity index even becomes positively significant when the 
pre-colonial stateness variable is included—for reasons that one would need 
to explore more fully by inspecting the cases that drive this result.

The Second Step: Understanding Ethnic 
Fractionalization

In a second set of analyses, I evaluate whether linguistic heterogeneity is 
itself associated with historically achieved levels of state formation, as argued 
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in the theory section. The following models take ethnic diversity as a depen-
dent variable and the level of pre-colonial stateness as the key independent 
variable to test the endogenous diversity model.

Measurements, Data, and Modeling Strategy

A different set of controls is added as ethnic fractionalization is now the 
dependent variable. According to Michalopoulos (2012), a range of ecologi-
cal factors should be associated with diversity because they encouraged, in 
the very remote past, a differentiation of economic survival strategies and 
thus contemporary ethnic diversity. I include the four variables, all from his 
data set, that are consistently significant in his models on linguistic fraction-
alization: the variability in suitability of a territory for agriculture, variability 
in average precipitation, average precipitation, and distance from the Ocean.

Second, past ethnic and nationalist wars could affect ethnic diversity 
through ethnic cleansing, which could produce more homogeneous countries 
in the present. I use a cumulative count of the number of ethnic or nationalist 
wars from 1816 to 1900 (data are from Wimmer & Min, 2006). GDP per 
capita proxies for levels of development, which could be associated with eth-
nic diversity either because diversity is bad for growth (as argued by the 
detrimental diversity school), or, conversely, because low development 
implies less migratory mobility across a territory and thus less linguistic 
assimilation (à la Deutsch, 1953).

The models are run as a general linear regression models since 0 and 1 
bound the outcome. Because the data are not over-dispersed, the appropriate 
model specification is again a logistic link function and the specification of a 
binomial distribution of the dependent variable. All models are cross-sec-
tional because the dependent variable does not vary over time. I again pursue 
a nested modeling strategy, first analyzing how controls are associated with 
diversity in the full sample of countries, then proceeding to a model with the 
same controls but for a subsample of Asian and African countries only, and 
finally integrating the pre-colonial stateness variable.

As a robustness test, I use a second indicator of inherited stateness. The 
“state antiquity” index developed by Bockstette et al.’s (2002) combines 
levels of centralization, control by the local population (as opposed to out-
side conquerors), and territorial continuity. In short, it measures inherited 
levels of centralization and continuity of indigenous states. This index is 
available with different rates at which previous history is discounted (the 
information starts in the year 1 and goes to 1950). It covers 133 countries 
of the world.
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Results

Table 4 reports the results. None of the control variables show the expected 
associations with linguistic diversity across model specifications. The pre-
colonial stateness variable, however, strongly influences linguistic diversity in 
the early 1960s (Model 3). This association is also substantially important: A 
standard deviation increase in percentage of the population ruled by states in 
pre-colonial period decreases the chances that two randomly chosen individu-
als speak different languages by half of a standard deviation or roughly 15%.

In Model 4, I check for the robustness of these results by using the index 
of state antiquity. It is again strongly associated with linguistic fractionaliza-
tion in 1960, and again with a substantial, though considerably weaker effect: 
Decreasing levels of inherited state centralization by one standard deviation 
will produce a 6% lower chance that two randomly chosen individuals will 
speak a different language in the 1960s.

Note that none of the other control variables, including the exogenous 
geographical, topographical, and climatic variables, are consistently associ-
ated with linguistic heterogeneity; only GDP per capita (which might be, 
according to the detrimental diversity argument, endogenous to diversity) 
and the variability of suitability for agriculture are at least significantly asso-
ciated with diversity in three of the four models.

Given the long lag between these two measurements of inherited stateness 
and the data on linguistic diversity, would we not expect that the intervening 
colonial experience profoundly modified the linguistic landscape shaped by pre-
vious processes of state centralization? Online appendix Table 4 shows that 
some colonial/imperial domain variables are indeed associated with more or less 
diversity in 1960. More specifically, Ottoman domains both in models with the 
pre-colonial centralization variable and those with the index of state centraliza-
tion show less linguistic diversity—for reasons beyond the scope of this article. 
A comparison of models with and without these colonial/imperial dummies 
demonstrates, however, that the size and significance of the coefficients of both 
variables measuring historically achieved state capacity remains largely identi-
cal. This lends some support to the conjecture made in the theory section above: 
that colonial rule modified, but rarely radically changed the diversity that had 
emerged previously under various levels of state centralization.

The Third Step: Determinants of Inherited 
Stateness

So far, we have seen that levels of pre-colonial stateness are associated with 
both public goods provision in the present—through a path-dependency 

 by guest on July 29, 2015cps.sagepub.comDownloaded from 

http://cps.sagepub.com/


24

T
ab

le
 4

. 
G

en
er

al
 L

in
ea

r 
M

od
el

s 
on

 E
th

ni
c 

Fr
ac

tio
na

liz
at

io
n.

La
be

ls

(1
)

(2
)

(3
)

(4
)

Ba
se

lin
e

W
ith

ou
t 

co
un

tr
ie

s 
la

ck
in

g 
da

ta
 o

n 
pr

e-
co

lo
ni

al
 s

ta
te

ne
ss

W
ith

 p
re

-
co

lo
ni

al
 

st
at

en
es

s

W
ith

 
in

he
ri

te
d 

st
at

e 
ce

nt
ra

liz
at

io
n

G
D

P 
pe

r 
ca

pi
ta

, P
en

n 
W

or
ld

 T
ab

le
−

0.
05

41
**

*
−

0.
05

72
**

−
0.

02
75

−
0.

05
34

**
*

(0
.0

13
)

(0
.0

28
)

(0
.0

24
)

(0
.0

13
)

D
is

pe
rs

io
n 

in
 e

le
va

tio
n 

ac
ro

ss
 r

eg
io

ns
 o

f c
ou

nt
ry

, 
M

ic
ha

lo
po

ul
os

−
0.

01
10

−
0.

13
46

0.
05

64
0.

03
47

(0
.0

85
)

(0
.1

20
)

(0
.1

35
)

(0
.0

94
)

D
is

pe
rs

io
n 

in
 a

gr
ic

ul
tu

ra
l s

ui
ta

bi
lit

y 
ac

ro
ss

 r
eg

io
ns

 
of

 c
ou

nt
ry

, M
ic

ha
lo

po
ul

os
0.

78
47

*
1.

01
67

*
0.

89
62

1.
28

42
**

*
(0

.4
15

)
(0

.6
15

)
(0

.6
16

)
(0

.4
89

)
A

ve
ra

ge
 m

on
th

ly
 p

re
ci

pi
ta

tio
n 

19
61

-1
99

0 
in

 
1,

00
0s

 o
f m

m
, M

ic
ha

lo
po

ul
os

0.
00

15
0.

00
43

*
0.

00
49

*
0.

00
03

(0
.0

02
)

(0
.0

02
)

(0
.0

03
)

(0
.0

02
)

D
is

ta
nc

e 
fr

om
 c

oa
st

 in
 k

m
, M

ic
ha

lo
po

ul
os

0.
55

42
*

0.
87

27
0.

82
56

*
0.

30
72

(0
.2

98
)

(0
.5

88
)

(0
.4

79
)

(0
.2

98
)

C
um

ul
at

iv
e 

no
. o

f e
th

no
-n

at
io

na
lis

t 
w

ar
s 

fo
ug

ht
 

be
tw

ee
n 

18
16

 a
nd

 1
90

0,
 W

im
m

er
 a

nd
 M

in
−

0.
16

04
0.

44
66

0.
51

52
−

0.
15

42
(0

.1
20

)
(0

.2
94

)
(0

.3
47

)
(0

.1
24

)
In

 p
re

-c
ol

on
y,

 %
 p

op
. r

ul
ed

 b
y 

st
at

es
, M

ül
le

r
−

1.
53

26
**

*
 

 
(0

.3
15

)
 

C
um

ul
at

iv
e 

in
de

x 
of

 s
ta

te
 c

en
tr

al
iz

at
io

n 
si

nc
e 

10
0 

BC
 w

ith
 5

%
 d

is
co

un
t 

ra
te

, P
ut

te
rm

an
−

1.
21

62
**

*
 

(0
.4

23
)

C
on

st
an

t
−

0.
80

90
**

−
1.

03
72

**
−

0.
63

39
−

0.
51

84
(0

.3
49

)
(0

.5
27

)
(0

.6
71

)
(0

.4
39

)
 

14
4

75
75

13
3

R
ob

us
t 

st
an

da
rd

 e
rr

or
s 

in
 p

ar
en

th
es

es
.

*p
 <

 0
.1

. *
*p

 <
 .0

5.
 *

**
p 

<
 .0

1.

 by guest on July 29, 2015cps.sagepub.comDownloaded from 

http://cps.sagepub.com/


Wimmer	 25

effect—and with ethnic homogeneity through intervening processes of assimi-
lation. These findings raise the crucial question of how we can account for such 
different levels of pre-colonial stateness. Why does it vary so dramatically 
between Tanzania and China, to come back to the previous examples? Some of 
the most important arguments put forward in the literature can be evaluated 
with existing data—albeit with reduced number of observations because only 
cross-sectional data are available and with considerable measurement uncer-
tainty for the outcome variables. The following analysis therefore remains 
rather tentative.

To evaluate Tilly’s (1975) seminal study on the mutually reinforcing rela-
tionship between war-making and state-building, we can test whether pre-
colonial state centralization or state antiquity are related to the number of 
civil and interstate wars fought between 1816 and 1900 (excluding wars of 
conquest; data are again from Wimmer & Min, 2006). This relationship is 
probably endogenous, a fact well captured by Tilly’s famous dictum that 
“wars made states and states made war.”

Second, I hypothesize that mountainous terrain (data from Fearon & 
Laitin, 2003) is associated with higher levels of historical stateness. This 
would be in line with Carneiros’ (1970) classical theory of “environmental 
conscription” as a condition for the rise of the pre-modern agrarian state. 
Such “conscription” by mountain ranges (as in highland Mexico and Oaxaca, 
where the Aztec and Mitla states emerged) or deserts (as in Iraq, the center of 
Babylonia, or ancient Egypt) prevented the population from escaping the 
control of state builders. The mountainous terrain variable thus captures only 
one of several possible modes of confinement.

Third, state formation might also be affected by geography and climate, in 
line with environmentalist arguments that have recently resurged in the eco-
nomic development literature (Sachs, 2003). Hot temperatures and disease 
prevalence near the equator would make state building more difficult to orga-
nize and sustain. Indeed, recent research has shown that geography influ-
ences economic growth through an indirect effect—because countries closer 
to the equator are characterized by less well-developed state institutions 
(Rodrik, Subramanian, & Trebbi, 2004). To evaluate this geographical argu-
ment, we use latitude as a variable, in line with this literature on economic 
growth.8

Fourth, I evaluate Herbst’s (2000) argument according to which low popu-
lation densities, climatic diversity associated with elevation difference, and 
difficult transport conditions explain Africa’s low levels of state develop-
ment. Data for the population density in the year 1500—long before levels of 
stateness are measured, to avoid endogeneity problems9—are from Putterman 
and Weil (2010). Data on elevation differences would be available from 
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Michalopoulos (2012), but they all produce collinearity problems and will 
thus not be used as a control variable (but as an instrument for linguistic 
diversity, see below). The difficulty of transport condition can be approxi-
mated with the minimum kilometer distance to the Ocean as well as with the 
mountainous terrain variable—this time, however, we would expect a nega-
tive association with levels of state centralization.

Finally, we need to discuss whether levels of pre-colonial stateness might 
not, in turn, be influenced by pre-existing ethnic heterogeneity. We thus 
include the linguistic heterogeneity variable in all equations. In Models 1 and 
5, I use the standard linguistic diversity variable referring to the 1960s, well 
knowing that this will not allow us to determine the direction of a causal 
association: Higher level of stateness in the late 19th century might produce 
lower levels of diversity in 1960s through processes of assimilation, as argued 
above, or because high levels of diversity in the early 19th century impeded 
subsequent state building and thus remained at a similar level up to the 
1960s—both processes producing a negative relationship between the two 
variables. Models 2 to 4 and 6 to 8 therefore instrument linguistic fractional-
ization with a variety of climatic, ecological, and topographical variables 
provided by Michalopoulos (2012; a similar approach is pursued by Ahlerup 
& Olsson, 2012).

To construct an instrumental variable model, I first regress Michalopoulos’ 
variables on linguistic diversity, avoiding collinearity problems by running 
different models with different sets of these variables. I retained those vari-
ables as instruments that are significantly associated with linguistic diversity. 
To ensure that they affect pre-colonial stateness only indirectly, through 
diversity, but not directly, I ran a second set of models with pre-colonial cen-
tralization and state antiquity as dependent variables and the ecological-top-
ographical variables as independent variables, excluding the significant ones 
as instruments for linguistic diversity. The instruments thus satisfy the “exclu-
sion” criterion. They slightly differ in the state antiquity models and the pre-
colonial centralization models. Models 2 and 6 include only the instrumental 
variables thus identified as well as the covariates that test the various classi-
cal theories of state formation discussed above. Models 3 and 7 add those 
ecological-topographical-climatic variables that were identified as being sig-
nificantly associated with the measure of stateness, whereas Models 4 and 8 
retain only significant variables.

All instrumental variable regression models use a two-stage least square 
estimator. Other model specifications (such as with generalized method of 
moments [GMM] estimators) produce substantially identical results. The 
first stage of the instrumental variable models is not shown. The T value for 
the first stage is around 10 for the state antiquity models, and considerably 
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higher (above 30) for the pre-colonial centralization models. In both sets of 
models, the instrumental variables are thus relevant at or well above standard 
thresholds.

Table 5 displays results for pre-colonial state centralization in Models 1 
to 4, and for state antiquity in Models 5 to 8. I start the discussion with the 
variables that are supposed to test classical theories of state building. The 
results are generally consistent, even if not all variables achieve standard 
levels of significance in both sets of models. Wars are positively associated 
with state antiquity but not with pre-colonial levels of centralization (though 
the p value in Model 1 is .13). If we dichotomized the variable and created a 
dummy for territories with one or more wars fought between 1816 and 1900, 
this variable would be consistently significant in the expected direction in 
seven of the eight models (results not shown).10 Mountainous terrain is con-
sistently positively and significantly related to both measures of stateness—
thus lending support for the environmental conscription argument, rather 
than Herbst’s conjecture that transportation difficulties impede state forma-
tion. The geographic distance from equator variable is consistently signifi-
cant (except in Model 2), thus offering evidence for the idea that hot 
climate and disease prevalence make state building around the equator 
more difficult.11 This is further supported in Models 3 and 4 as well as 7 and 
8 with additional climate variables, of which, however, only average tem-
perature is robustly significant (with a positive sign of the coefficient—con-
trolling for latitude) in Models 7 and 8. Population density in 1500 is 
consistently and positively influencing levels of stateness, this time in line 
with Herbst’s reasoning, whereas distance from the sea again does not sup-
port his transportation difficulty argument.

Next, I explore how ethno-linguistic diversity is associated with stateness. 
In the GLM models in which ethnicity is not instrumented, we arrive at a 
highly significant and large negative coefficient for linguistic diversity in the 
model with pre-colonial centralization as the dependent variable, whereas the 
variable is entirely insignificant (with a p value greater than .6) in the model 
with state antiquity as the outcome. The possibly endogenous relationship 
between state building and linguistic diversity is explored with a series of six 
instrumental variable regressions, to which I now turn.

Models 2 to 4 again show a negative association between the instrumented 
ethnic fractionalization variable and pre-colonial stateness. We would be 
tempted to conclude that diversity impedes state centralization. The models 
with state antiquity as a dependent variable lead to a different conclusion, 
however. In Models 6 and 7, the coefficient of the instrumented linguistic 
diversity variable turns positive and comes close to standard levels of signifi-
cance in Model 6. In Model 8, from which non-significant terms were 
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excluded, the coefficient of the diversity variable remains positive and 
becomes significant with a coefficient about as large as that of Model 4 in 
which the sign was negative. The same would result if we would exclude the 
insignificant distance from sea variable in models 6 or 7 (results not shown) 
and in many other model specifications. We thus do not arrive at a robust 
result that would hold across model specifications and with both measure-
ments of historically achieved stateness.

I conclude that there is no consistent support for the idea that linguistic 
diversity impedes the emergence of strongly centralized states. Depending on 
how we measure stateness12 and which other covariates we include, we find 
that diversity impedes, is indifferent to, or even enhances the formation of 
states. To illustrate this inconclusiveness, we might briefly compare the his-
tories of Somalia and Botswana. Both have the reputation of being among the 
most linguistically homogeneous countries in Africa.

In Botswana this is the result of the strongly centralizing mini-states, dom-
inated by Tswana-speaking kings and their entourage, who assimilated, over 
the 19th and 20th centuries, many of their subject population into the Tswana 
majority language and identity. To demonstrate the extent of this process, we 
can calculate the population share of groups of Tswana tribal origin in the 
seven traditional kingdoms of Botswana in 1946, thanks to the monumental 
work of anthropologist Schapera (1952) who listed the historical origins (and 
thus original language) of each ward of each village and town of the entire 
country. Comparing this to the population who listed Tswana as their “mother 
tongue” in the 2001 census (the only one to ever ask such a question), I find 
that the Tswana origin population (which supposedly always spoke Tswana) 
was 55% in 1946 (which would produce a high linguistic fractionalization 
index), whereas 78% of the population mentioned Tswana as mother tongue 
in 2001. This is also, one should add, the result of highly capable Botswana 
state that emerged after independence (Samatar, 1999) and its policy of lin-
guistic dominance and assimilation.

Somalia, on the other hand, was arguably a much more homogeneous 
society in the early modern period, with the large majority of the population 
speaking the same, Somali language and being of the same historical ori-
gin—with the exception of the Southern, riverine areas where some Bantu-
speaking peasants had already settled before Somali nomads moved into and 
subsequently dominated that area (Lewis, 1994, Chapter 6). This high level 
of homogeneity did not, however, enhance the building of a strongly unified 
and centralized state system. To be sure, states such as the Ajuran sultanate 
emerged in the riverine South before the 17th century and trading cities 
developed into small states along the coast. Most of the latter were nominally 
part of the Ottoman Empire but de-facto independent well into the 20th 
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century (Lewis, 1988). The strongly centralized riverine sultanate decayed 
later on, whereas the coastal states’ authority never extended to the hinterland 
(Lewis, 1988). Post-independence Somalia was notorious—even before its 
descent into a decade long civil war and its subsequent fragmentation into 
independent regional mini-states and competing warlord domains—for its 
failure to develop an integrated bureaucracy that would rule uniformly across 
the entire territory (Laitin & Samatar, 1987). Linguistic (and one might add: 
religious) homogeneity did not help, it seems, to prevent this development.

Beyond this suggestive comparison, we cannot rule out nor confirm that 
linguistic heterogeneity impedes state building, as shown in the conflicting 
findings in Table 5 (see also Ahlerup, 2009). However, we do know for 
certain, thanks to a temporal lag of roughly 60 years between the two mea-
surements, that centralized indigenous states or a long history of indigenous 
stateness subsequently produced linguistic homogeneity à la Botswana 
(Table 4, Models 3 and 4). The possibly endogenous relationship between 
state formation and linguistic heterogeneity, to be sure, does not undermine 
the major finding of this article: that contemporary diversity is not directly 
related to public goods provision once we take into account that both are 
influenced by historically inherited levels of stateness.

Conclusion

The overall picture of the relevant causal relationships can be summarized in 
Figure 1. In the first step of the analysis, I showed that state capacity to 
deliver public goods in post-war countries of the world is not systematically 
associated with their linguistic heterogeneity, once we take into account that 
contemporary capacity also depends on historically achieved levels of state 
centralization. Tanzania is different from Korea, among other things, because 
Korea looks back on a thousand years of state building while mainland 
Tanzania knew little indigenous stateness. In a second step, I showed that 
such past levels of stateness also influence contemporary heterogeneity 
because strong centralized states such as Korea (or Botswana) were able to 
homogenize the population linguistically, whereas heterogeneity remained 
high in stateless societies such as mainland Tanzania. Therefore, the negative 
association between heterogeneity and public goods provision that past 
research has brought to light is spurious. Diversity might not be detrimental 
to public goods provision because members of different ethnic groups cannot 
agree on what goods the state should provide or because they do not want to 
share such goods with ethnic others. Rather, states that were weakly devel-
oped in the past left a legacy of both high diversity and limited capacity of 
public goods provision in the present.
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In line with classic theories of state formation, this article also indicated, 
in a somewhat more inconclusive way, what might have led to such weak 
states: low population density and thus a reduced capacity to carry a non-
productive, administrative-political elite; a topography that makes it easy to 
evade the efforts of state builders by retreating into the bush or forest; a cli-
mate unfavorable to urban civilization because of heat, humidity, and disease; 
and a lack of state-building warfare (though evidence is less conclusive for 
this mechanism).

Instrumental variable regressions showed no consistent results regarding 
the question whether high levels of linguistic heterogeneity in the past should 
be added to this list of factors that make state-building less likely. Using one 
measurement of state centralization, diversity clearly impedes state forma-
tion, whereas with the other measurement, it has no or even state enhancing 
effects. This question cannot be answered in more conclusive terms without 
data on early 19th century linguistic diversity, without in other words, a mas-
sive effort at adding temporal depth to the analysis of how state formation 
relates to linguistic diversity and vice versa.

Other data limitations are quite obvious: It would be helpful to have a 
measurement of late 19th century state centralization that would include the 
entire world—rather than the 74 or 133 states to which I had to confine the 
above analysis. Public goods provision by the state is proxied with outcome 
variables that are affected by other processes as well, rather than with a more 
direct measurement of government activities such as the number of govern-
ment-run schools, hospitals, and railways.

Despite its limitations, this article suggests that the relationship between 
public goods provision and diversity can and should not only be addressed in 

Figure 1.  Summary.
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field experiments or through surveys—the two dominant methodological 
trends in contemporary political science—but through a more historical 
approach that explores their possibly endogenous relationship over the long 
run with appropriate data. Much can also be learned from already available, 
qualitative case studies of nation building through assimilation or violence to 
understand how diversity is shaped by the emergence of bureaucratic states 
and has in turn influenced further trajectories of state building. We have just 
only begun to ask these important questions within the framework of a quan-
titative and global perspective.

I conclude with a rather speculative remark on how this research speaks 
to questions relevant to policy makers. Quite obviously, past state capacity 
cannot be engineered to create a historical legacy favoring contemporary 
public good provision. However, we should not forget that the relationship 
is probabilistic and that there is plenty of room for political craftsmanship 
and engineering—and of course for fortuitous political contexts, historical 
contingencies, and other important factors that cannot possibly be caught 
with the widely spun net of a quantitative research. An analysis of deviance 
between observed and predicated values, that is, of those countries that offer 
more public goods than expected, given levels of stateness achieved previ-
ously, contemporary economic development, and so on, does not offer itself 
to any obvious conclusions.

With regard to at least two of the three public goods outcomes, Japan, 
North Korea, Taiwan, and South Korea provide more public goods than pre-
dicted, but also Tunisia, Libya, Kuwait, or Bangladesh. Most of these coun-
tries were led over decades by strongmen (Kim Jong of North Korea, Gadhafi 
of Libya, the military dictators of South Korea, the emir of Kuwait, Tunisia’s 
Ben Ali) or one party regimes (the LDP in Japan) with a strong commitment 
to nation building and perhaps less corruption than in neo-patrimonial 
regimes of Africa and the Middle East, many of which appear on the list of 
countries with less than predicted public goods provision. Also noteworthy is 
the political stability that many of these countries displayed—at least until 
the recent wave of democratization and the associated turmoil. Maybe such 
political commitment can overcome—or at least offset partially—the disad-
vantages that a short history of stateness brings about for the provision of 
public goods, in line with Miguel’s (2004) comparison of Tanzania and 
Kenya?

Note that this would not imply a plead for autocratic rule: The above anal-
ysis of deviance from predicted values is of course net of the Polity4 score of 
all countries, meaning that the democratic deficits of these countries and the 
handicap this implies for public goods provision are already taken into 
account. From a policy-making point of view, then, the strong and consistent 
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association between democratic rule and public goods provision brought to 
light in the above analysis remains the most important and encouraging mes-
sage this article has to offer.
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Notes

  1.	 The one dissenting finding regards participation in community efforts to provide 
public goods in the villages of Sierra Leone (Glennerster, Miguel, & Rothenberg, 
2013). In a related study, Miguel (2004) finds that diversity affects local public 
goods provision only in Kenya that lacks the history of nation-building efforts of 
neighboring Tanzania.

  2.	 They also find, however, that diversity has sometimes positive impact on public 
goods provision at the sub-national level in a sample of 34 countries (Gerring, 
Thacker, Lu, & Huang, 2015).

  3.	 The argument outlined above assumes that capable states are aiming at homog-
enizing their populations in ethnic and linguistic terms. This is, obviously, a 
strong assumption since some states (such as Switzerland) pursued a policy of 
maintaining, rather than eliminating linguistic diversity. On the international 
configurations that influence a state’s choice of minority policies, see Mylonas 
(2012).

  4.	 Data on missionary activity have been collected by Woodberry (2012); it is not 
associated with diversity once we control for which was the former colonial 
power.

  5.	 For a more precise and restricted understanding of path-dependency, see discus-
sion in Mahoney (2000).

  6.	 I should note here that literacy is obviously influenced by other factors as well, 
most importantly by alphabetization through non-state actors such as churches 
(as historically in Sweden) or missionary schools (as in most sub-Saharan African 
countries). For the post-independence and post-War period, however, literacy 
should be a reasonably good indicator for public goods provision by the state.

  7.	 Railroad density is highly correlated with road density (r = .75), data that are 
available for recent cross-sections only. Railroads thus might be a good measure-
ment of public goods provision even after the introduction of cars.

  8.	 We could also use a measurement of the contemporary prevalence of malaria 
(data from Sachs, 2003), which is at least partly endogenous to state capacity, 
however. Results are broadly consistent.
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  9.	 The same results are obtained if we use data for 1820 or 1870 from Maddison 
(2003), which are only available for 38 of the countries in Africa and Asia. See 
already the findings by Bates (1983:35) on Africa.

10.	 I should note here that this variable is afflicted by considerable measurement 
problems for the African and Asian states covered in Models 1 to 4 because his-
torical records on pre-colonial warfare are sparse and rarely contain the precise 
information on battle-deaths needed. See the discussion in Wimmer and Min 
(2009).

11.	 Malaria risk in the 1990s and settler mortality in the 19th century produce similar 
results. The former is at least in part influenced by contemporary state capacity, 
and thus less suited as a measurement than the exogenous latitude variable. The 
latter is available for only slightly more than half of the countries covered in 
Models 1 to 4.

12.	 Note that when restricting the sample of Model 8 to observations that corre-
spond to those of Models 1 to 4, linguistic fractionalization remains positive and 
insignificant (results not shown). The difference between the two sets models is 
therefore not due to different sample universes, but rather because the measure-
ments of the outcome variables differ.
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