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Using data on one-shot games, we investigate whether players’ actions can be viewed as responses to underlying expectations about their opponent’s behaviour. In our laboratory experiments, subjects play a set of 14 two-person 3 x 3 games and state beliefs about which actions they expect their opponents to play. The data sets from the two tasks are largely inconsistent. Rather, we find evidence that the subjects perceive the games differently when they (i) choose actions and (ii) state beliefs—their stated beliefs reveal deeper strategic thinking than their actions. On average, they fail to best respond to their own stated beliefs in almost half of the games. The inconsistency is confirmed by estimates of a unified statistical model that jointly uses the actions and the belief statements. There, we can control for decision noise and formulate a statistical test that rejects consistency. Effects of the belief elicitation procedure on subsequent actions are mostly insignificant.

1. INTRODUCTION

In most games of economic interest a player’s optimal choice of play depends on the belief that she may hold about her opponents’ actions. Accordingly, most choice models effectively assume that a player’s actions are driven by her beliefs. However, when a game is played for the first time, the question arises whether players indeed hold a meaningful set of beliefs about their opponents’ actions and whether their actions can be analysed under the presumption that they are governed by such beliefs. A way to investigate this is to have experimental subjects play a series of one-shot games that have no clear precedents and suppress feedback about outcomes and opponents’ behaviour until the end of the experiment. Additional data can be collected in such experiments, potentially informing us about subjects’ mental models of their opponents. For example, we can ask subjects to state their beliefs, using incentive compatible mechanisms that reward the accuracy of such belief statements.1

Old and recent experiments on one-shot games have regularly revealed systematic deviations from equilibrium predictions and have sparked a long running interest in uncovering players’ mental models of others in these environments. Several models of boundedly rational behaviour have been proposed in the literature (in the context of one-shot normal-form games see, among others, Stahl and Wilson, 1994, 1995; Nagel, 1995; McKelvey and Palfrey, 1995; McKelvey, Palfrey and Weber, 2000; Costa-Gomes, Crawford and Broseta, 2001; Weizsäcker, 2003; Goeree and Holt, 2004; Camerer, Ho and Chong, 2004; and Costa-Gomes and Crawford, 2006) with the purpose of organizing observed behaviour in a systematic manner. Most of these models differ from equilibrium mainly to the extent that equilibrium beliefs are replaced with other beliefs. But these papers study beliefs only indirectly as they only analyse subjects’ actions in games. The hypothesized alternative beliefs are not estimated independently but imposed a priori. We can therefore deepen our understanding of the explanatory power of these models by contrasting their predicted beliefs with subjects’ elicited beliefs. This dimension has not been previously addressed (with the exception of Costa-Gomes, Crawford and Broseta (2001) and Costa-Gomes and Crawford (2006) who use subjects’ information search patterns to infer subjects’ beliefs in simultaneous-move games). Furthermore, we can ask at a more general level—without having to specify a priori the players’ mental models of other players—whether the presumed consistency between actions and underlying beliefs finds support in the data.

Our experiment involves a series of 14 two-person normal-form games, designed to achieve a stronger separation between existing models than previous designs. Our subjects make two interrelated decisions in each game: they choose the action that they play in the game and they state a belief about their opponent’s action choice. We find that behaviour is inconsistent to a large extent—subjects’ actions are often not best responses to their own stated beliefs. With three actions available to them, subjects choose the action that is the best response to their stated belief in little over half of the games.

However, this apparent inconsistency is insufficient to conclude that our subjects’ actions are in systematic violation of responding to a meaningful set of beliefs because subjects may be imperfect optimizers. Perhaps, their level of decision noise in either of the two tasks (actions and belief statements) is high enough to generate the observed rate of inconsistent responses. To investigate this hypothesis we formulate a probabilistic model of responses (actions and belief statements), which relaxes the assumption that subjects’ stated beliefs truthfully reveal the beliefs that a subject may hold about his opponent. Presuming probabilistic responses in both tasks, we can treat the belief statement data much in the same way as we treat action choices. Our procedure thus allows us to analyse the two data sets in a natural and coherent way—it uses the same pay-off-sensitive model for both tasks, exploiting the fact that subjects are rewarded for their belief statements as well as for their actions. The procedure departs from the existing empirical (experimental and other) literature because we assume that in both tasks a subject responds to a latent or underlying belief (as opposed to the belief statement, which we observe) and that she imperfectly maximizes her expected earnings given this belief. We estimate the underlying belief via maximum likelihood within a standard probabilistic-choice model. To test for consistency of behaviour between the two tasks, we first estimate the subjects’ underlying beliefs from the data in both tasks separately and then check whether the results coincide. Proceeding game by game, we test the hypothesis that behaviour in the two tasks is based on the same average belief. We reject this hypothesis for the large majority of our games, under a range of different specifications of subject heterogeneity and not imposing any constraints on the beliefs that the decision makers may hold.

The observed data patterns contain a possible explanation of the inconsistency: subjects neglect the incentives of their opponents more when they choose their own actions than when they state their predictions about the opponent’s behaviour. This is suggested by an investigation
of eight behavioural models that we used to design our experiment. The subjects’ play of the games appears to be naïve, as if they expected their opponents to choose actions randomly. But in the belief statement task they calibrate better, predicting roughly that their opponents respond to uniform beliefs. Although this prediction often turns out to be quite accurate, the two behaviours are inconsistent because if a subject is able to correctly predict that the opponent will play the game in a naïve manner then she should best respond to that prediction instead of playing naively herself. These data patterns are present in all the different order treatments in our experiment—that is, regardless of whether subjects choose actions before they state beliefs or vice versa. In two of our treatments, belief statements are elicited immediately before the actions were chosen in each game, which raises the rate of best responses slightly. Subjects choose best responses to their own stated beliefs with an average of 8.21 out of 14 games in these treatments, as compared to an average of 7.21 out of 14 in the other treatments.

While we used existing behavioural models to design the set of games it is possible that other explanations that are not captured by these models can explain the behaviour of our subjects and we have to be careful not to ignore them. Section 3 contains a discussion of alternative behavioural hypotheses such as risk aversion and other-regarding preferences and concludes that it is implausible that these motives drive the results. We also want to point out some natural limitations of the scope of our analysis and stress that we do not attempt to draw general conclusions about other strategic situations. We merely view our results as suggesting that economists should start to ask whether it is reasonable to assume that decision makers act on their beliefs without much difficulty in all decision problems. An obvious limitation is that our games come with a specific level of complexity, and one should expect that the inconsistency is correlated with a suitable measure of complexity. By considering different sets of games one can in principle draw conclusions about the effect of being in a more or less simple environment on the subjects’ behaviour, as has been done in recent belief-elicitation experiments (Ivanov, 2006; Rey Biel, 2007). The evidence there is consistent with a systematic effect of lowering complexity. We also investigate the issue of complexity within our set of games, by introducing a treatment where the subjects have a calculator available to aid with computations. This variation has no effect on the chosen actions, indicating that the failure to best respond to stated beliefs is not driven by computational limitations. In addition, we can rule out that an incomplete understanding of any part of the experiment drives the inconsistency, as we required our subjects to take understanding tests of the pay-off rules and procedures. A further qualifier of our results is that we only analyse actions and belief statements that are chosen without any previous feedback about the opponents’

2. In this sense one may view their stated beliefs as showing a higher level of strategic sophistication than actions. But another interpretation is that the belief statements reflect a consensus bias in that the subjects simply predict that others behave like themselves (see Ross, Greene and House, 1977; or Engelmann and Strobel, 2007), and hence the belief statements may be viewed as rather unsophisticated. If actions conform to equilibrium, consensus-biased belief statements would do so, too, but for other actions the two data will be inconsistent. Notice that our subjects are plausibly unaware that they were playing a set of games that is essentially identical across player roles (see Section 2). If so, they cannot know that the opponent has the same action sets and hence cannot literally think that others choose the same actions that they choose themselves. Instead, a perceived consensus can only be about general patterns of behaviour (the “type” of action), or be unconscious.

3. The observed inconsistencies suggest that one should be cautious when evaluating elicited beliefs to understand action choices. This view is also supported in the brain scans of Bhatt and Camerer (2005) who find different brain activity during the choice tasks vs. belief-elicitation tasks. Others, for example, Bertrand and Mullainathan (2001), have raised related concerns about the collection of survey data to generate predictions about choice behaviour. These critiques of the reliability of survey responses, however, do not specifically address the reasoning process about other decision makers.

4. Ivanov (2006) and Rey Biel (2007) conducted experiments with sets of one-shot 3 x 3 games that are arguably simpler than ours. Compared to our results, they find less naïve play as well as a somewhat higher consistency rate between actions and belief statements. Ivanov (2006) reports a best response rate that is very close to our experiment, but in his games, the rate of naïve play is at 33% (we observe 60%). Rey Biel (2007) observes a best response rate of 67% and a rate of naïve play of 52%. He also reports a difference between constant-sum (hence, even simpler) games vs. non-constant sum games.
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behaviour. In settings where subjects play the same stage game repeatedly, it is natural to expect that feedback will increase the level of consistency of subjects’ behaviour. However, recent studies which elicited beliefs in repeated games (Ehrblatt et al., 2006; Fehr and Kübler, 2007) provide evidence that actions and stated beliefs do not become fully consistent with repetition and not for all subjects. We also note that our design allows us to detect some potential changes in behaviour in the course of an experimental session. First and foremost, the different order treatments enable us to detect the effects that the belief elicitation procedure may have on how subjects play the games. As outlined above, we do not find strong evidence for such an effect as the subjects’ actions do not change significantly depending on the order of the tasks. Second, the games were sequenced in a way that allows us to detect another kind of no-feedback learning: pairs of equivalent games were played by different subjects both in the first and in the second half of each session so that we can check (similar to Weber, 2003) whether the experience of having played additional games affects the behaviour of either action choices or belief statements. We find no such evidence in our data as the corresponding statistical tests yield rejection rates that are within the limits of chance.

The paper is organized as follows. The experimental design is described in the next section. Section 3 reports preliminary statistical tests, provides the main data patterns in actions and belief statements, and gives summary statistics on accuracy and consistency between the two data sets. In Section 4 we estimate the subjects’ underlying beliefs that best describe their decisions and test for consistency between the two data sets. In Section 5, we reconsider the eight decision models as special cases of the probabilistic-choice framework of Section 4, to see how well they can describe behaviour in the two tasks. Section 6 concludes.

2. EXPERIMENTAL DESIGN

2.1. Overall structure

Our experiment consisted of two sessions for each of five treatments, which we label A1, 1A, 1A1A, 1AQ, and 1A1AC. (The names of the treatments reflect the order of the tasks: for example, in treatment A1, subjects chose their actions “A” before stating first-order beliefs “1”. The letter “Q” indicates the use of an additional quiz about the scoring rule for belief statements, and “C” indicates that a calculator was made available.) They were part of a design that has two additional treatments, which are not discussed here. Our sessions were run in the CLER at Harvard Business School using its local area network of PCs. Subjects were mainly under-
graduate students at universities in the Boston area. All treatments had subjects first reading some preliminary instructions, which described a strategic decision situation (a game), and the $3 \times 3$ pay-off-matrix associated with its normal-form representation.\textsuperscript{8} Then subjects were required to pass an understanding test where they had to demonstrate that they knew how to map players’ actions in a game to outcomes and outcomes to players’ pay-offs. Subjects who failed the test were dismissed. Excluding these subjects we had 40, 42, 46, 47, and 44 subjects in treatments A1, 1A, 1A1A, 1AQ, and 1A1AC, respectively\textsuperscript{9} (with two subjects in 1AQ being dismissed later, see below). From then onwards, the treatments proceeded differently. In treatment A1, subjects first read the instructions about how their choices of actions in the 14 games would be rewarded and then played all games (Part I). Then they read the instructions on stating beliefs and how they would be rewarded for the accuracy of their statements. Next, and without knowing the outcomes of their play of the games, they stated their first-order beliefs for all 14 games (Part II).\textsuperscript{10} This procedure guaranteed us that when subjects played the games, they had not been told about beliefs statements. Subjects’ stated beliefs could be any three numbers (not necessarily integers) as long as they would add up to 100.

In treatments 1A and 1AQ, the order was reversed, so that subjects stated all 14 beliefs before they played the games. They first read the instructions on how their choices of actions in the 14 games would be rewarded. Then, they read the instructions on stating beliefs and how they would be rewarded for the accuracy of their statements, after which they stated their beliefs for all 14 games. Next, they played the 14 games. A comparison of treatments A1 and 1A allows us to test the hypothesis that stating beliefs prior to playing the games does not influence subjects’ play. Treatment 1AQ differed from 1A in that there was an additional understanding test about the scoring rule of the belief elicitation. Two of the 47 subjects in this treatment failed the test and were dismissed. Comparing treatments 1A and 1AQ allows testing the hypothesis that an incomplete understanding of the payments for belief statements influences the decisions.

Treatments 1A1A and 1A1AC were very much like treatment 1A, but the subjects were asked to proceed game by game, that is, they stated their beliefs for each game and played it before moving to the next game. This may make them more aware of their relevant belief statements when they play the games. Comparing treatments 1A1A and A1 allows us to test the hypothesis that actions are not significantly different if beliefs are stated immediately before each game, and a comparison of treatments 1A1A and 1A allows us to test whether the timing of the belief elicitation is influential. Treatment 1A1AC was identical to 1A1A except that a calculator was made available to the subjects. A comparison between the two treatments allows investigating the hypothesis that a purely computational complexity drives the results.

In all sessions of all treatments subjects were randomly divided into subpopulations of Row and Column players, as nearly equal in size as possible. During the experiments subjects were anonymously and randomly paired, with generally different opponents for each game. However, they knew and they were explicitly told that in each game they were facing the same opponent when playing the game and when stating their beliefs. They were not allowed to revisit their previous decisions, in any of the treatments. Importantly, subjects received no feedback of any kind during the course of their session. Only at the end were they informed about the outcomes.

\textsuperscript{8} The complete set of instructions is available through the journal website. Subjects were paid a $5 show-up fee ($10 for the 1A1A, 1AQ, and 1A1AC treatments, which were conducted after a change in laboratory guidelines), plus an early arrival fee of $3 in case they had arrived at the lab at least five minutes before the start of the session.

\textsuperscript{9} The numbers of subjects dismissed were 2, 0, 2, 3, and 3 for treatments A1, 1A, 1A1A, 1AQ, and 1A1AC, respectively.

\textsuperscript{10} A1 and 1A subjects then proceeded to Part III, stating second-order beliefs (see footnote 7). At the end of their session, subjects were asked to fill out a brief exit questionnaire, in which they were asked to give their year of study and major and to describe how they chose actions and stated first- and second-order beliefs and given an opportunity to comment on the experiment.
of each of their decisions, enabling them to infer their opponents’ choices. This feature simplifies our data analysis because subjects could not condition their decisions in the course of a session on the outcomes of previous decisions.

The subjects were paid according to their action choice in one randomly chosen game, at a rate of $0.15 per point, and according to the accuracy of their belief statement in one randomly chosen game, using a proper scoring rule (described below), with the range of monetary earnings for belief statements between $0 and $10.11

### 2.2. The games

Table 1 summarizes the strategic structures of the 14 games and presents the action predictions of five models of game play that we used to design our games: Nash, Naïve-L1, L2, D1, and Optimistic. These models, along with three additional models, which make different predictions depending on the underlying parameter values (see Section 5), have played a role in the literature on one shot normal-form game experiments (Stahl and Wilson, 1994, 1995; McKelvey and Palfrey, 1995; Costa-Gomes, Crawford and Broseta, 2001; Weizsäcker, 2003; Goeree and Holt, 2004). We used the model predictions as criteria to select the 14 games, as we attempted to separate their predictions of play as much as possible (together with restrictions of dominance solvability and equivalence between pairs of games, see below).12 The Naïve-L1 model chooses

---

11. For treatments 1AQ and 1A1AC, which were conducted more than four years after the other treatments, we adjusted the payments for inflation by paying $0.18 per point in the games and up to $12 in the belief statement task. In the rest of the paper, we use real payments (in 2000 terms) whenever we calculate $ earnings. Subjects’ average earnings for playing the games were $8.42, $9.07, $9.51, $9.76, and $9.71 for A1, 1A, 1A1A, 1AQ, and 1A1AC subjects, respectively; their average earnings for their belief statements were $6.32, $6.95, $6.30, $6.19, and $6.27 for A1, 1A, 1A1A, 1AQ, and 1A1AC subjects, respectively. Their total average earnings including show-up fees and earnings from Part III in A1 and 1A were $30.25, $31.52, $29.13, $28.28, and $28.33 for A1, 1A, 1A1A, 1AQ, and 1A1AC subjects, respectively.

12. Apart from separating the predictions of the models that make a pure-strategy prediction in our games (Nash, L1, L2, D1, Optimistic), we also attempted to select the games in order to achieve high discriminatory power among the additional models, LE, ALE, and NI, which predict different behaviour only for intermediate parameter values (see Section 5). This was done by considering several sets of parameter values for these models, and selecting the games such that for intermediate ranges of the parameter values (i) each of these models predicts that in some games the probability mass is concentrated on one action, and in other games it is distributed roughly equally (so the intermediate models can be better identified and separated from the pure models), and (ii) the three models make different predictions for comparable sets of parameter values, at least in one of the predicted choice probabilities. Both criteria could be satisfied only partially, however, as the three models are highly correlated.
a best response against the uniform probability belief over the opponent’s actions. D1 selects a best response against a uniform belief over the opponent’s undominated actions only and zero otherwise. L2 predicts a best response to L1’s choice. The Optimistic model selects the action that corresponds to the action profile where the player attains her highest possible pay-off in the game. For clarity in the table, we use mnemonic names for players’ actions (Top—T, Middle—M, and Bottom—B; Left—L, Middle—M, and Right—R) and present the games in an order that highlights the relationships among them. Figure 1 displays the games.

As Table 1 shows, each of our games has a unique pure-strategy equilibrium, with 10 of them being dominance solvable. The number of rounds of dominance required for each player is shown in the third column of the table and ranges from two to four. Our games avoid the use of salient pay-offs. As Figure 1 shows in more detail, the games are organized in seven pairs of equivalent games. Within each pair, the second game is generated by transposing players’ roles in the first game, changing the order of the three actions for both roles, and adding or subtracting a constant to all of the game’s pay-offs. We call such mapping from one game to another an isomorphic transformation. One advantage of using pairs of isomorphic games is that we can use asymmetric games, but at the same time have all subjects facing sets of games that are equivalent across the two player roles. Subjects cannot realize this, as the pay-off changes disguise their relationship. Using isomorphic games also allows testing for no-feedback learning effects, as one game can be played early in the experiment, and the isomorphic transformation later.

2.3. Eliciting beliefs using a proper scoring rule

We used a proper scoring rule to reward for the accuracy of belief statements. The rule involves a quadratic loss function, defined as follows. Let subject i’s stated belief in game g be \( y^g_i \), a probability distribution over her opponent’s (subject j’s) three actions L, M, and R, that is, \( y^g_i \equiv (y^g_{i,L}, y^g_{i,M}, y^g_{i,R}) \), such that \( y^g_i \in \Delta^2 \equiv \{ y^g_i \in \mathbb{R}^3 \mid \sum c=\{L,M,R\} y^g_{i,c} = 1 \} \). Define subject i’s opponent’s (subject j’s) chosen action as \( x^j_g \equiv (x^j_{g,L}, x^j_{g,M}, x^j_{g,R}) \), where \( x^j_{g,r} \) equals 1 for the chosen action and 0 otherwise.

The quadratic scoring rule then determines subject i’s pay-off from her belief statement as

\[
\nu_i(y^i_g, x^j_g) = A - c[(y^j_{i,L} - x^j_{g,L})^2 + (y^j_{i,M} - x^j_{g,M})^2 + (y^j_{i,R} - x^j_{g,R})^2],
\]

where A and c are constants, in our case A = $10 and c = $5. In the experimental instructions, we used a verbal description of the rule and gave numerical examples. Given our design, the rule has the property that for risk-neutral and money-maximizing players it is optimal to report the expected value of their subjective probability distribution over the opponent’s actions.\(^15\)\(^16\)

13. In the experiments the games were presented to each subject as Row player, with abstract decision labels, random orderings of all games (8, 3, 10, 6, 14, 1, 12, 4, 7, 13, 5, 2, 9, and 11) and actions (e.g. the equilibrium outcome does not correspond to the same combination of actions in more than two games).

14. This is defined as the number of dominance relationships it takes for the player in question to identify his own equilibrium action. Eliminating a dominated action is one round, eliminating a conditionally dominated action (taking into account that some action is dominated) is two rounds etc.

15. In the appendix of Costa-Gomes and Weizsäcker (2003), this is formally stated and shown. It is worth pointing out that this rule is not necessarily incentive compatible if subjects are rewarded for predicting the action frequencies of a population of opponents (rather than a single opponent, as in our design). If the decision maker faces a finite number of possible opponents, the rule is incentive compatible in the cases where her subjective expectation corresponds to one of the outcomes that the aggregate choices of her opponents could possibly generate, but it is not incentive compatible for all possible beliefs that could be stated. For example, if a subject has two opponents, and they have three possible actions, the rule works if the subject’s expectation matches one of the six empirical probability distributions over the three actions that could occur.

16. In treatment I1A1Q, we quizzed the subjects about the scoring rule, including questions about the incentive compatibility of the rule. To make such a quiz possible, the explanation of the rule was slightly more elaborate.
Note: The games are ordered as in Table 1, but with decisions ordered as they appeared to the subjects; the equilibrium is identified by underlining its pay-offs.

**FIGURE 1**
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3. RESULTS

3.1. Pooling the data and testing for treatment effects

We start our data analysis by asking whether differences between subsamples of the data are observable and statistically significant. This exercise will answer two questions of interest. First, whether the belief elicitation procedure affects the action choices, and second, whether we can detect any significant no-feedback learning in the experiment, like the behavioural changes over time discussed by Weber (2003). Also, the tests will inform us whether we can pool the data (across player roles and across treatments) in order to simplify the subsequent analysis. We use Fisher’s exact probability test to check for differences in the distributions, which is appropriate, given that we are comparing categorical data from independent samples and that we have no presumption about how they differ. The tests are conducted separately for each game. To investigate whether the belief statement task has an effect on actions, we compare the subjects’ aggregate actions in each of the 14 games between treatments A1, 1A, 1A1A, 1AQ, and 1A1AC, by pairing the different treatments in all possible ways. Nine \( p \)-values are less than 5%, well within the limits of chance for 280 comparisons. To investigate no feedback learning, we test the hypothesis that within each treatment Row and Column subjects’ actions in isomorphic games are drawn from the same distribution. This hypothesis is not rejected either for most games. We register four \( p \)-values below 5% (in A1 Row play in Game #2 vs. Column play in Game #1 play, and Row play in Game #14 vs. Column play in Game #12, and in 1A1AC Row play in Game #2 vs. Column play in Game #1 play, and Row play in Game #13 vs. Column play in Game #11), out of a total of 70 comparisons, slightly above the limits of chance. The results above also allow us to pool the data for subjects with isomorphic player roles within each treatment, and compare actions across the different treatments again. Five \( p \)-values are below 5% out of a total of 140 comparisons. The results above also allow us to pool Column and Row subjects’ actions across all treatments, so as to compare the actions between isomorphic games. Two (out of 14) \( p \)-values (Row play in Game #2 vs. Column play in Game #1 play and Row play in Game #14 vs. Column play in Game #12 play) are less than 5%.

In sum, the results of the Fisher tests suggest that the treatment effects on play are minor. Regardless of whether the belief statements are solicited before or after the actions are chosen, and whether or not there was a second understanding test or a calculator available, we cannot reject the hypothesis that the actions follow a stable distribution. This is even true when the comparison is made with treatments 1A1A and 1A1AC, where beliefs are elicited immediately before each game. Furthermore, the tests involving isomorphic games show that subjects’ play of a game is mostly independent of where in the sequence the game appears, that is, we do not detect no-feedback learning, except for two pairs of games which are separated by one and five games in the sequence of play.

To get an indication of the power of the above tests, we check whether there are any significant patterns in the action data, or whether few rejections occur simply because the decision noise is too high. Using exact \( \chi^2 \) tests we test the hypothesis that subjects’ actions were generated by uniform randomization over the possible actions. In each treatment there are frequent and significant deviations from randomness for both Row and Column subjects.\(^\text{17}\)

\(^{17}\) The randomness hypothesis is rejected at a significance level of 5% in 79 out of the 140 tests. A more powerful test, after pooling the data across isomorphic games within each treatment, generates \( p \)-values less than 5% for 10, 13, 11, 11, and 10 games (out of 14) in treatments A1, 1A, 1A1A, 1AQ, and 1A1AC, respectively. An even more powerful test, after pooling each player’s actions across treatments, produces \( p \)-values less than 5% for 14 games for the Row subjects and 13 games for the Column subjects. The most powerful test, with data pooled across isomorphic games as well as across treatments, rejects randomness in all 14 games.
The next step is to test for differences between the subjects’ belief statements. These data consist of observations in a two-dimensional simplex, but to simplify the analysis we collapse the stated beliefs into four different categories that divides the simplex into four areas of equal size: all stated beliefs that assign more than probability 0.5 to the same action are assigned to the same category (which generates three categories) and the last category comprises all the beliefs that do not assign more than 0.5 to any of the three actions. This allows us to use Fisher’s exact probability test again. Proceeding analogously to the above sequence of tests, we find only very weak evidence that the order of the tasks or the conduction of the understanding test or the availability of the calculator influences the aggregate distribution of belief statements: when not pooling the data across isomorphic player roles, we register that 13 out of 280 \( p \)-values are less than 5%. When pooling the data across isomorphic player roles, the order effects are mildly stronger, as we obtain 14 out of 140 \( p \)-values below 5%. But importantly, these rejections do not occur more often in comparisons between treatment 1AQ and other treatments.

With regard to no-feedback learning in the belief statements, we find some small differences between early and late games. If the data are pooled across treatments, we register one \( p \)-value at less than 5% (Row play in Game #5 vs. Column play in Game #6), only a bit more than predicted by chance. If the data are not pooled across treatments, six out of 70 test results show differences at 5%.

To summarize, the statistical tests show that subjects’ responses are not random and that treatment effects are small. The data are only weakly affected by the sequence in which the two tasks take place, by the position of a game in the experiment, or by the presence of an understanding test or a calculator. Of course, we cannot rule out that finer grids for grouping stated beliefs, and/or the collection of more data would reveal larger treatment effects or more pronounced position effects.

3.2. Descriptive statistics of action data

To discuss the patterns in the action data, we first address the level of compliance with the predictions of theory, in particular the frequencies of choosing a Nash equilibrium strategy and the compliance with dominance relationships between actions. Nash equilibrium strategies were chosen in 36.3% of the cases, barely higher than the level predicted by randomness. Consistent with the results of the previous section, this does not vary significantly between the five treatments (35.8%, 32.6%, 37.9%, 37.0%, and 38.6% in treatments A1, 1A, 1A1A, 1AQ, and 1A1AC, respectively). Each subject played five games in which she had a dominated action, and in all these cases it was dominated by another action, not merely by a mixed strategy. When they had such a dominated action, they chose it 10.4% of the time. This can be viewed as a measure of decision noise, because no money-maximizing model would predict that players systematically choose dominated actions. It also implies that among the undominated actions, Nash actions were chosen even less than predicted by random play. Where subjects had a dominated action

---

18. As we did for the action data, we also checked whether the distribution of belief statements over the four categories could conceivably be generated by pure randomness. Overall, we find substantial deviations from randomness. The randomness hypothesis is rejected at a significance level of 5% in 85 out of the 140 tests. When we pool the data across isomorphic games within each treatment, we observe \( p \)-values less than 5% for 11, 11, 13, 12, and 11 games (out of 14) in treatments A1, 1A, 1AQ, 1A1A, and 1A1AC, respectively. Pooling the actions of each player role across treatments yields \( p \)-values less than 5% for 14 games for the Row subjects and 13 games for the Column subjects. After we pool the data across isomorphic games as well as across treatments, we reject randomness in all 14 games.
But the Nash prediction is only one possibility among a larger set and due to the design of the experiment we can systematically compare the predictive value of all the models that were used to select the games. Table 2 contains the aggregate compliance with the predictions of each of the five models that were listed in Table 1, pooled across the three treatments. The table shows that on average over the 14 games, the L1 model (best responding to a uniform probability belief over the opponent’s three actions) describes the action data best, among these five models. In 59.6% of the cases, subjects chose the action predicted by this model. Only in one of the 14 games (Row Player’s Game #10, which is isomorphic to Column Player’s Game #9) was the L1 action not chosen most often. This implies a clear dominance of the L1 model in all pairwise comparisons with the other models. The second-highest hit rate is achieved by the D1 model (50.1%), which assumes that players disregard the opponent’s dominated action (if there is one) and play a best response against the uniform distribution over the remaining actions. But in games where the two models make different predictions, L1 outperforms D1 by a wide margin, correctly predicting the choice in 50.6%, as compared to 24.0% that are predicted by D1. Section 5 will show that even the more sophisticated models that we study there can only modestly outperform the L1 model in the action data. For further discussion of the action data, the reader is referred to Section 3.5.

3.3. Descriptive statistics of belief statements

Because of their continuous nature, the belief statement data deserve a short summary at a general level. While the majority of subjects reported belief statements lie on a hypothetical grid

### Table 2

Proportions of actions that are matched by model predictions (data pooled across treatments and player roles, presented from Row player’s point of view)

<table>
<thead>
<tr>
<th>Game ID #</th>
<th>Behavioural model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nash</td>
</tr>
<tr>
<td>1</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>0.21</td>
</tr>
<tr>
<td>5</td>
<td>0.32</td>
</tr>
<tr>
<td>6</td>
<td>0.07</td>
</tr>
<tr>
<td>7</td>
<td>0.25</td>
</tr>
<tr>
<td>8</td>
<td>0.57</td>
</tr>
<tr>
<td>9</td>
<td>0.71</td>
</tr>
<tr>
<td>10</td>
<td>0.47</td>
</tr>
<tr>
<td>11</td>
<td>0.33</td>
</tr>
<tr>
<td>12</td>
<td>0.20</td>
</tr>
<tr>
<td>13</td>
<td>0.59</td>
</tr>
<tr>
<td>14</td>
<td>0.25</td>
</tr>
<tr>
<td>Average</td>
<td>0.361</td>
</tr>
</tbody>
</table>

available, Nash actions were chosen in 43.4% of the cases vs. 46.2% for the remaining undominated action.19

19. These five games were dominance solvable in three rounds of dominance for the same player role, and there does not seem to be a clear relationship between the number of steps that is needed to solve for the Nash equilibrium, and the frequency with which the Nash action was chosen: 26.5% of the cases in the four games where two steps of iterated dominance are needed to solve for the equilibrium, 47.0% in the only game with four rounds of dominance, and 34.4% in the four non-dominance-solvable games.
with step size 0.05, the level of dispersion is high. This can be seen in Figure 2, which displays the Column Players’ stated first-order beliefs in Game #9. The numbers that appear next to a data point indicate the number of observations of the corresponding statement (e.g. four Column subjects stated their own opponent would play Top, Middle, and Bottom with probabilities of 0.7, 0.2, and 0.1). Computation of mean squared deviations, in the two left columns of Table 3, gives a measure of dispersion in all games (ranging from 0.16 to 0.52), with some difference across games, but smaller differences across player roles for isomorphic games. The average mean squared deviations are 0.30 and 0.33 for Row and Column subjects’ stated beliefs. Uniformly random belief statements would generate mean squared deviations of about 0.34. Hence, the data are about as dispersed as pure randomness would predict. But a comparison with the opponents’ action patterns show that the belief statements are much more accurate than random data: while it is obvious that heterogeneity implies that at least some of the subjects mispredict the aggregate action frequencies of their opponents, the mean squared errors between subjects’ predictions and their opponents’ action frequencies (see the last two columns of Table 3) range from 0.11 to 0.36, with averages of 0.20, and 0.25 for Row and Column subjects, respectively. Random beliefs would have produced mean squared errors of 0.49 and 0.48, respectively.

To gain a better understanding of the nature of the mispredictions, we use additional measures of statistical accuracy in Appendix B. There, we discuss how the accuracy of belief statements can be decomposed into measures of discrimination between games in which particular actions are played with greater frequency, and the belief statements’ calibration (the
### TABLE 3

Summary statistics of stated beliefs (data pooled across treatments)

<table>
<thead>
<tr>
<th>Game</th>
<th>Mean squared deviation from mean</th>
<th>Mean squared error from opponent’s choice</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rows</td>
<td>Columns</td>
</tr>
<tr>
<td>1</td>
<td>0.44</td>
<td>0.47</td>
</tr>
<tr>
<td>2</td>
<td>0.32</td>
<td>0.34</td>
</tr>
<tr>
<td>3</td>
<td>0.28</td>
<td>0.26</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.29</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.27</td>
</tr>
<tr>
<td>6</td>
<td>0.22</td>
<td>0.16</td>
</tr>
<tr>
<td>7</td>
<td>0.26</td>
<td>0.22</td>
</tr>
<tr>
<td>8</td>
<td>0.30</td>
<td>0.36</td>
</tr>
<tr>
<td>9</td>
<td>0.32</td>
<td>0.28</td>
</tr>
<tr>
<td>10</td>
<td>0.46</td>
<td>0.52</td>
</tr>
<tr>
<td>11</td>
<td>0.28</td>
<td>0.33</td>
</tr>
<tr>
<td>12</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>13</td>
<td>0.20</td>
<td>0.29</td>
</tr>
<tr>
<td>14</td>
<td>0.41</td>
<td>0.47</td>
</tr>
<tr>
<td>Average</td>
<td>0.30</td>
<td>0.33</td>
</tr>
</tbody>
</table>

*Note:* Feasible range is [0, 2].

---

**FIGURE 3**

Action frequencies and average belief statements (pooled across treatments and isomorphic player roles, numbering according to Row player’s perspective)
TABLE 4
Average probability mass of stated beliefs on model predictions
(data pooled across treatments and player roles, presented as Column player’s prediction of Row’s actions)

<table>
<thead>
<tr>
<th>Game</th>
<th>Behavioural model</th>
<th>Nash</th>
<th>Naïve L1</th>
<th>L2</th>
<th>D1</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0.21</td>
<td>0.39</td>
<td>0.21</td>
<td>0.21</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.47</td>
<td>0.47</td>
<td>0.33</td>
<td>0.47</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.25</td>
<td>0.54</td>
<td>0.25</td>
<td>0.25</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.24</td>
<td>0.67</td>
<td>0.08</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.27</td>
<td>0.49</td>
<td>0.27</td>
<td>0.27</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.18</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.24</td>
<td>0.34</td>
<td>0.24</td>
<td>0.24</td>
<td>0.42</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.49</td>
<td>0.25</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.61</td>
<td>0.61</td>
<td>0.30</td>
<td>0.61</td>
<td>0.30</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.30</td>
<td>0.50</td>
<td>0.30</td>
<td>0.20</td>
<td>0.50</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.33</td>
<td>0.38</td>
<td>0.33</td>
<td>0.38</td>
<td>0.29</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.20</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.30</td>
</tr>
<tr>
<td>13</td>
<td></td>
<td>0.51</td>
<td>0.51</td>
<td>0.24</td>
<td>0.51</td>
<td>0.25</td>
</tr>
<tr>
<td>14</td>
<td></td>
<td>0.32</td>
<td>0.43</td>
<td>0.24</td>
<td>0.43</td>
<td>0.32</td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td>0.330</td>
<td>0.499</td>
<td>0.318</td>
<td>0.421</td>
<td>0.372</td>
</tr>
</tbody>
</table>

correspondence between the probabilities that the stated beliefs assign to the different actions and the observed empirical frequencies of play). We find that both the observed levels of calibration and discrimination in our data are relatively poor, compared to levels observed in repeated experimental games (Camerer et al., 2002).

Several characteristics of the mispredictions can be seen from a comparison of means, comparing the average of the observed stated beliefs with the action frequencies that the subjects were predicting. Both are depicted in Figure 3, pooled across treatments and across isomorphic player roles. As the figure illustrates, the average belief statements almost always correctly anticipate the “direction” of the action frequencies, but belief statements are closer to the uniform distribution. In 11 out of 14 games, the average belief statements correctly predict the action that is chosen most often, and in 13 games, the average belief statements are closer to \((1/3, 1/3, 1/3)\) in mean square distance than the action frequencies of the opponent are. Hence, the belief statements anticipate the pattern of actions, but in a conservative way.\(^{21}\) For example, subjects overestimate the probability with which their opponents play dominated actions (on average they predict it is played 15.7% of the times, although it is only played 10.4% of the times), even though 34.7% of the subjects place probability 0 on such events.\(^{22}\)

A candidate explanation for the bias towards the uniform belief statement is risk aversion, since the quadratic scoring rule punishes large mispredictions, which subjects can avoid by making roughly uniform belief statements. We observe, however, only few belief statements that minimize risk. Only 8.0% of all probability statements assign no less than 0.30, and no more than 0.35 probability to all three of the opponent’s actions. As a comparison, the percentage of stated beliefs that assign zero probability to at least one of the opponent’s actions was 36.3%. Section 3.5 will return to the discussion of risk aversion.

\(^{21}\) A similar pattern of misprediction—regression of belief statements towards the uniform belief—is discussed in Huck and Weizsäcker (2002).

\(^{22}\) The average probability that subjects attach to their opponents’ equilibrium actions is 25%, 35%, 31%, and 34% in the 2-, 3-, and 4-round dominance solvable games and in the non-dominance-solvable games, respectively. However, they very rarely (3.8%) expect their opponents to play their equilibrium action with probability 1.
It is also useful to organize the belief statements according to the predicted patterns of choice, in particular according to the behavioural models that were used in the selection of the games. Table 4 contains the average probability mass with which subjects estimate each of the models’ predictions to be chosen by the opponent. Inspection of the table shows again that average belief statements follow the same pattern as the empirical action frequencies, but with a tendency towards the uniform distribution. Just as for the action frequencies, among the five types it is most often predicted that the opponent would choose the L1 action (0.499 on average), followed by D1 (0.423). Again, perhaps the more informative comparisons can be made in games that discriminate between pairs of models, which is possible due to the way in which the games were selected. For example, within the subset of games where L1 and D1 make different predictions for the opponent’s choice, the L1 action is predicted with an average probability mass of 0.452, compared to 0.234 for the D1 action, both of which are fairly close to the actual frequencies.

3.4. Level of consistency between actions and belief statements

We now turn to the consistency at the subject individual level, measuring the frequency of actions being best responses to the same subjects’ stated beliefs. Figure 4(a) and (b) displays the empirical absolute distribution and cumulative distribution of the number of a subject’s actions that are best responses to stated beliefs, across the three treatments. On average, subjects choose actions that are best responses to their stated beliefs in 7.08, 7.36, 8.41, 7.20, and 8.00 games, in treatments A1, 1A, 1A1A, 1AQ, and 1A1AC. Most subjects choose actions that are best responses to their stated beliefs for a number of games between four and 10 in all treatments. The figures also show that subjects best respond more often to their own stated beliefs than they would if choosing actions randomly. Kolmogorov–Smirnov tests comparing the empirical c.d.f. of each of the five treatments to the c.d.f. implied by random behaviour produce p-values lower than 1E-8 for any of the three treatments. However, frequencies of best responding to stated beliefs do not differ significantly across treatments. Exact two-sample Kolmogorov–Smirnov tests, pairing the five treatments in all possible ways, yield no p-value less than 5%. In particular, the introduction of a separate understanding test for the scoring rule in 1AQ or the availability of a calculator in 1A1AC has no effect on the best response rates.

We also find no evidence that the best response rate changes strongly with the nature of the stated beliefs. In particular, one might suspect that those subjects who expect their opponents to choose a particular action with a high likelihood would best respond to their belief statement more often than others. However, in those instances where a subject states the belief that the opponent would choose one of the three actions with likelihood 0.85 or higher, the same subject on average chooses a best response action in 52% of the cases, that is, even less than the overall average of 54%. In cases where subjects attribute at least 0.5 of the probability mass to one of the opponent’s actions, they best respond to their stated belief 51% of the time. Moreover, in the treatment with a calculator, holding the best response rates against the usage data of the calculator shows that calculator usage while stating beliefs or while choosing an action (which is infrequent) is not correlated with an increase the percentage of best responses.

While the frequencies of inconsistent pairs of (action, belief statement) responses are substantial, notice again that we have not accounted for decision noise in the subjects’

23. Due to the monetary incentives, subjects should best respond more often if the relative pay-off increases are higher from doing so, and not depending on whether the belief is extreme. However, one could expect that subjects with extreme beliefs have a “clearer” view of the opponent’s decision problem and take it into account more.

24. The calculator was used 5.4% of the times to state beliefs, and 0.5% to choose actions. The best response rate in games where the calculator was used was 51.4%.
decision-making processes, either when they choose their actions or when they state their beliefs. The observed inconsistencies may or may not be statistically significant, once the noise is appropriately taken into account. The structural approach in Section 4 will show that when this is done most deviations are indeed significant.

How much does it cost subjects that their actions and stated beliefs are not consistent with each other? We address this issue by two sets of calculations. First, we simulate the subjectively expected losses, by taking the subjects’ stated beliefs as their “true” underlying beliefs. Under this simplifying assumption (which we avoid elsewhere in the paper, but which is convenient for our purposes here), we can measure the losses that the subjects would have to expect from their action choices, relative to the actions that are the best responses to their stated beliefs. Second, we determine the ex post realized losses, by asking whether changing their actions to best responses to their own stated beliefs would actually have increased their earnings, given the (ex ante unknown) observed behaviour of their opponents.

First consider the subjectively expected losses, which each subject could calculate by asking the question “By how much is my action in a given game a suboptimal response to my stated belief in the same game?” Notice that for each subject and in each game, these losses have an upper bound that is a function of the belief that the subject states and of the set of possible pay-offs
in that game. This is because the subject’s stated belief and the game’s pay-offs determine the best response to these beliefs as well as its corresponding expected pay-off. Likewise, the subject’s stated belief and the game’s pay-offs determine the expected pay-off for the worst possible action and the expected pay-off that it yields. The difference between these expected pay-offs determines the amount that a subject could potentially expect to lose by not choosing the action that is the best response to his stated beliefs. As noted above, subjects often chose actions that were best responses to their stated beliefs, in which case the losses are 0.

Each game is worth $15/14 = $1.0714 at most, given that subjects are rewarded for one out of the 14 games played, and the expected value per game point is worth $0.0107. If we pool the action data across treatments and sum over the 14 games, we find that the average subjectively expected loss per subject is $0.89 for Row subjects and $0.93 for Column subjects. But how much could they at most expect to lose by choosing the worst possible actions given their stated beliefs? We find that under the stated beliefs that we observe, Row subjects could at most lose $4.31, and Column subjects $4.47. Comparing the two amounts, we see that on average Row subjects behave as if they expected to lose 20-6% of the maximum losses that they face if their stated beliefs are “true”, and Column subjects behave as if they expected to lose 20-8%.

Now consider the question of realized losses, where we drop the assumption that stated beliefs are “true” beliefs—instead, we use the ex post distribution of opponents’ choices to measure the actions’ relative success. Since the stated beliefs are not accurate predictions of the opponents’ behaviour, it may well be that given the ex post realizations of the opponent’s choices, the subject earn more money from not giving best responses to their stated beliefs. Hence, we determine whether subjects’ non-best-response behaviour increased or decreased their expected earnings. To arrive at a sensible scale, we again calculate our measures of earnings relative to the range of possible earnings. For a given game and player role, this pay-off range is now determined by the ex post distribution of the opponents’ choices: it is the difference in expected pay-offs between choosing the best response against the opponents’ choice distribution and choosing the worst response against this distribution. Within this range of possible pay-offs, we ask how close to the highest possible pay-off are the realized pay-offs as well as the hypothetical pay-offs that the subjects would earn from giving a best response to their stated beliefs. For the average Row player, we find that the pay-off difference between the worst and the best possible actions is $3.50, summing over all 14 games. The Row subjects’ choices earn them a total of 53% of these possible pay-offs. Would they give best responses to their own stated beliefs, they would realize 91% of the possible earnings—that is, on average they earned less due to their deviations from best responses. For Column players, the pay-off range is $4.13, of which they realize 58%. Would they give best responses to their stated beliefs, they would earn 87% of the possible pay-offs.

3.5. Possible explanations

The aggregate patterns in the distributions of actions and belief statements (Tables 2 and 4) point at a particular potential bias, described in the Introduction: subjects do not take their opponents’ incentives into account when they play the games and hence they choose the L1 action most often. When stating their beliefs about their opponent’s choice, subjects tend to correctly predict this pattern. In games where the L1 action differs from the best response to the opponent’s L1 action, this behaviour is inconsistent because the subjects would be better off if they gave a best response to their own stated beliefs instead of playing the L1 action. Notice, however, that the tables provide only suggestive evidence about such an inconsistency. This is because the restriction of attention to five specific models of behaviour has different implications in the two tasks in terms of the candidate beliefs that subjects are allowed to hold about their opponent. For example, in Table 4 we report the proportion of belief statements that could have been generated
by players who expect their opponents to be L2 players. We therefore allow for the existence of players with an additional step of reasoning (L3) when we consider the belief statements but not so when we consider the action data, which results in a comparison of two sets of models that are different from each other. Hence, the claimed inconsistency needs to be corroborated within a less restrictive framework. We do this in Section 4, by relaxing the model-specific restrictions on underlying beliefs and testing whether actions and belief statements can be generated by some belief. Section 5 will revisit the behavioural models as special cases of this general formulation: Each model is nested by imposing a specific belief, so we can also estimate these restricted models from both data sets and ask whether it is plausible that the same model generates both sets of responses. This analysis will hold constant the set of candidate models between the two data analyses and will confirm the suggestion derived from the tables: subjects choose L1 actions but state L2 beliefs—predicting that the opponent chooses L1 actions.

A natural concern is that other motivations, not captured by the models, drive the observed inconsistencies. In particular, risk aversion may lead to hedging. The subjects may best respond to one possible outcome (action choice of the opponent) when playing the game, and predict another outcome in the belief statement task, thereby insuring against small total pay-offs. However, such a behaviour should distort the aggregate data distributions differently between the five order treatments, which does not appear in the data at all: in treatment A1, the subjects are not told about the subsequent belief statement task, and hence they cannot know that hedging is a possibility, but the distribution of actions is indistinguishable from the other two treatments. Similarly, in treatments 1A and 1AQ, where all belief statements are collected at a time, hedging opportunities are much less obvious than in treatments 1A1A and 1A1AC, where belief statements and actions were chosen in immediate succession for each game. Yet the belief statements are indistinguishable between these treatments.

But risk aversion could apply in a more narrow way, such that subjects ignore the joint optimization problem that they face but risk attitudes still influence behaviour within each task. This seems plausible for the data from the belief statement task where the risk-minimizing response is to report a uniform statement of (1/3, 1/3, 1/3) regardless of the true underlying belief. Although only 8.0% of the belief statements are in the vicinity of (1/3, 1/3, 1/3), the overall pattern of belief statements data are indeed consistent with risk aversion applied to the belief statement task separately, as the average belief statements are closer to the uniform belief than the actual action frequencies which the subjects were predicting. (Of course, it may simply be that the subjects’ beliefs are conservative and not influenced by risk preferences—conservatism and risk aversion cannot be disentangled in these data alone.) However, notice that if risk aversion affects the belief statements, then the inconsistency between actions and belief statements would be less likely to show up: given that subjects often pick the action that best responds to (1/3, 1/3, 1/3), a bias of belief statements towards (1/3, 1/3, 1/3) would make the two data sets more consistent with each other, compared to the case where subjects truthfully report their belief. Therefore, the only possible way in which risk aversion could drive the observed inconsistency is that it affects the action data, in a stronger way than it affects the belief statement data. This cannot, strictly speaking, be ruled out, but is implausible.

A similar concern is about other-regarding preferences: perhaps, actions are driven by motivations that are poorly captured by a self-interested model of responding to beliefs, and actions

25. If anything, behaviour is more consistent in treatments 1A1A and 1A1AC (see Figure 4), where hedging should make it less consistent.

26. The risk-minimizing action is the maxmin action, which coincides with the L1 action in 12 games, but in the two games where they do not coincide (Row player’s Games 4 and 10), maxmin is chosen substantially less than L1, in 21% and 15% vs. 78% and 38% of the cases, respectively. Hence, it does not seem to drive the L1 behaviour that we register.
are therefore not money-maximizing responses to belief statements. We find, however, no tendency to choose the altruistic action that gives the opponent the highest average pay-off: in the four games where this action coincides with L1, it is chosen in 59.0% of the cases, almost precisely as often as L1 is chosen in the other games. In the three games where the altruistic action coincides with the dominated action, it is chosen in 11.2% of the cases, again almost precisely at the average level of dominated action choice. Overall, it is chosen in 31.5% of the cases, slightly below the level predicted by randomness. So pure altruism is not supported in our data. But we do find a tendency to choose the “Rawlsian” action—the action that is part of the action profile that maximizes the lowest of the two players’ pay-offs. This action is chosen in 47.0% of the cases—70.7% where it coincides with L1 play (six games) and 22.6% in the two games where it coincides with a dominated action. Hence, it is plausible that some subjects tried to coordinate on the corresponding action profile (which also maximizes the joint payments to both players in 10 games), but the effect is hardly strong enough to conclude that L1 behaviour is driven by it. Notice a straightforward interpretation of the observation that the Rawlsian action is systematically chosen, but not the purely altruistic action: it suggests a desire of subjects to be nice to those opponents who are nice to them, consistent with Rabin’s (1993) fairness equilibrium.

Of course, a much larger set of motivations than those expressed in the above models of behaviour would generate consistent pairs of (action, belief statement) data, namely all motivations that merely influence the players’ beliefs. For example, it is possible that some subjects best respond to the belief that the opponent is altruistic in some way. Hence, by moving to the general belief-based model of Section 4, we can allow the possibility that “non-standard” beliefs are driving the data patterns. Also, introducing subject heterogeneity will allow for the possibility that different motivations coexist in the population.

4. A STATISTICAL MODEL OF STATED BELIEFS AND ACTIONS

In this section we conduct a maximum-likelihood analysis of subjects’ actions and stated beliefs in order to estimate players’ underlying beliefs. Combining the two data sets, we can then test whether they could plausibly have been driven by the same set of underlying beliefs.

Our model is based on the assumption that when subjects play the games and state beliefs, in both instances they make decisions in response to the monetary incentives they face, using their beliefs about the opponents’ actions. We use the notation first introduced in Section 2.3, where player $i$ is the Row player, and player $j$ is the Column player. Let $x^i_g \in \{T, M, B\}$ denote a generic action for the Row player $i$ in game $g$, and $\bar{u}_g(x^i, b_g)$ denote player $i$’s expected pay-off when choosing action $x^i_g$ against player $j$’s (possibly mixed) strategy $b_g \in \Delta^2$. We assume that when choosing her action in game $g$, player $i$ holds a first-order belief $b^{a}_g \in \Delta^2$, and that her action is a probabilistic pay-off maximizing response to this belief that follows a logistic distribution with a precision parameter $\lambda^a \geq 0$. That is, player $i$ chooses action $x^i_g$ with probability

$$r^{a}_g(x^i, b^a_g, \lambda^a) \equiv \frac{\exp(\lambda^a \bar{u}_g(x^i, b^a_g))}{\sum_{x' \in \{T, M, B\}} \exp(\lambda^a \bar{u}_g(x', b^a_g))}.$$ (1)

The parameter $\lambda^a$ governs the response precision of the players’ actions, in that a higher level of $\lambda^a$ corresponds to a higher probability of choosing actions with a relatively large expected pay-off. As $\lambda^a \to \infty$, the action with the highest expected pay-off is chosen with probability equal to 1, if it is the unique pay-off-maximizing action. As $\lambda^a \to 0$, actions are chosen randomly, and each action is played with probability equal to 1/3. For any given level of $\lambda^a$, the ratio of two distinct actions’ choice probabilities depends only on the actions’ expected pay-off difference. If
all experimental subjects have the same underlying belief (an assumption which we relax below), the log-likelihood of observing the \(N\) action choices in game \(g\) is

\[
L(b_g^a, \lambda^a | x_g) = \sum_{i=1}^{N} \ln r_g^a(x_i, b_g^a, \lambda^a).
\]  

Notice that the underlying belief \(b_g^a\) is unrestricted here, except that it has to be in \(\Delta^2\). This makes the model very flexible, and it can be viewed as a straightforward generalization of a large number of existing belief-based models (e.g. those estimated in Section 5). When we turn to the data, \(b_g^a\) will be estimated jointly with \(\lambda^a\).

Before that, we consider the model of how players’ belief statements are generated. As in Section 2, let \(y_i^g\) denote a generic first-order belief statement for player \(i\) in game \(g\). Player \(i\)'s expected pay off from stating belief \(y_i^g\), given that her opponent plays a mixed action profile \(b_g\), is denoted as \(\tilde{u}_g(y_i^g, b_g)\). Using the quadratic scoring rule that is described in Section 2.3, it holds for any \(y_i^g\) and \(b_g\) that

\[
\tilde{u}_g(y_i^g, b_g) = A - c[b_g,L[(y_i^g,L - 1)^2 + (y_i^g,M)^2 + (y_i^g,R)^2]]
- c[b_g,M[(y_i^g,L)^2 + (y_i^g,M - 1)^2 + (y_i^g,R)^2]]
- c[b_g,R[(y_i^g,L)^2 + (y_i^g,M)^2 + (y_i^g,R, - 1)^2]].
\]  

For the generation of belief statements, just as in the case of action choices, we assume that player \(i\) holds an unobservable first-order belief \(b_{gs}^{bs} \in \Delta^2\) and states a belief that is a probabilistic pay-off maximizing response, following a logistic distribution with a precision parameter \(\lambda^{bs} \geq 0\). That is, player \(i\) draws her belief statement from a distribution over \(\Delta^2\) so that the density of stating belief \(y_i^g\), given her latent underlying belief \(b_{gs}^{bs}\), is equal to

\[
r_g^{bs}(y_i^g, b_g^{bs}, \lambda^{bs}) \equiv \frac{\exp(\lambda^{bs}\tilde{u}_g(y_i^g, b_{gs}^{bs}))}{\int_{s_{gs} \in \Delta^2} \exp(\lambda^{bs}\tilde{u}_g(s, b_{gs}^{bs}))ds_{gs}}.
\]  

A density function, instead of a probability distribution function, is specified because a continuum of possible belief statements is possible. Since the quadratic scoring rule is incentive compatible, it is true for any underlying belief \(b_{gs}^{bs}\) that it is more likely to observe belief statements closer to \(b_{gs}^{bs}\) than further away. In particular, the density \(r_g^{bs}\) has its maximum where \(y_i^g\) is equal to the underlying belief \(b_{gs}^{bs}\), for any given \(\lambda^{bs}\). That is, “truth-telling” has the highest likelihood. Analogous to the precision parameter \(\lambda^a\), the parameter \(\lambda^{bs}\) governs the choice precision associated with the belief statement. As \(\lambda^{bs}\) approaches \(\infty\), the stated beliefs with strictly positive density become arbitrarily close to the underlying belief. If \(\lambda^{bs} \rightarrow 0\), a uniform density over the two-dimensional simplex is induced. But for any strictly positive level of \(\lambda^{bs}\), the observed belief statement contains some information about the underlying belief of the belief statements, and hence an appropriate statistic can be compared to the estimated underlying belief of the action choices. Taking logarithms of (4) and summing over all subjects yields the log-likelihood of observing the belief statement vector in a given game, \(y_g^i\):

\[
L(b_g^{bs}, \lambda^{bs} | y_g) = \sum_{i=1}^{N} \ln r_g^{bs}(y_i^g, b_g^{bs}, \lambda^{bs}).
\]  

To account for heterogeneity among our subjects, we generalize this to a mixture model, in which each subject’s type is drawn from a common prior distribution over types. Subjects
can be one of several types, and each type may have a different underlying belief about the opponent’s play.\textsuperscript{27} Of course, the homogenous case is automatically included as the special case with one type of player. Index the types $k = 1, \ldots, K$, let $b^g_{bs} \equiv (b^g_{bs,1}, \ldots, b^g_{bs,K})$ denote the $K$ types’ first-order beliefs in game $g$, and let $p \equiv (p^1, \ldots, p^K)$ denote the subjects’ common prior type probabilities, with $\sum_{k=1}^K p_k = 1$. Assuming that errors are i.i.d. across subjects, we weight (4) by the elements of $p$, sum over $k$, take logarithms, and sum over $i$ to obtain the log-likelihood function of observing game $g$’s belief statement sample $y^g_g = (y^1_g, \ldots, y^N_g)$:

$$L(b^g_{bs}, p, \lambda^bs \mid y^g_g) = \sum_{i=1}^N \ln \left[ \sum_{k=1}^K p^k b^g_{bs,k} \right].$$ (6)

The model of action choice determination above (yielding expression (2)) could likewise be generalized to include $K$ types of possible beliefs. However, it can be shown that for such a mixture model with unrestricted beliefs, we can identify at most two different types of players when players only have three actions to choose from. Furthermore, in our sample even the model with two types does not improve the fit compared to the single-type model, where subject homogeneity is assumed. Therefore, even if the underlying data generating process involves several types, the best possible description is given by one “average” type estimate, so we will restrict the model to include only one type when actions are chosen. A more detailed discussion of this simplification is given in Appendix A.\textsuperscript{28}

The above likelihood functions allow a formulation of the main null hypothesis of consistency between the two tasks, in terms of the underlying beliefs: We test whether the average underlying belief about the opponent’s play is identical under both tasks, in game $g$.

$$H_0 : b^a_g = \sum_{k=1}^K p^k b^g_{bs,k}.$$ (7)

To test (7), we maximize the log-likelihoods given in (2) and (6) separately for the data of each game and conduct likelihood ratio tests of the restriction (7). Notice that there are two possible interpretations for this test: First, the literal interpretation, testing whether the underlying belief is constant across the two tasks, on average over types (e.g. it may be that the subjects’ focus of attention is different in the two tasks and therefore the underlying beliefs change). Second, notice that one may not be willing to accept that decision makers can have different beliefs about the same set of events, between the two tasks. Rejecting the null hypothesis would then indicate that the mapping from beliefs into decisions differs from the way it is hypothesized in the model assumptions. Hence, according to this interpretation, it is a test of the hypothesis that decisions can be viewed as if they were governed by the assumed underlying beliefs. Of course, even under the second interpretation, a rejection would leave open the question whether the mapping from beliefs into belief statements is flawed, or the mapping from beliefs into actions, or both. This illustrates the importance of formulating a well-fitting statistical model of belief statements, even if the ultimate interest lies in the determination of actions. Only if the belief statement data appear

\textsuperscript{27} We maintain the assumption that the precision parameters are identical for all types. This simplification is made for reasons of computational complexity, but thereby we also avoid the possibility that some types have extremely high response precisions, and therefore only explain very specific sets of observations (peaks).

\textsuperscript{28} There, it is shown that any probability distribution over the three actions $\{T, M, B\}$ that can be generated by a $K$-types mixture-model can also be generated by a 2-type mixture-model. Hence, having more than two types does not improve the fit of the model. But in our sample, the best-fitting distribution generated by two types can also be generated by one single type. Generally, it should not come as a surprise that one can not estimate more than three parameters from an observed distribution over three actions.
### TABLE 5

Estimates of belief parameters, game by game using action data (presented from the Column player’s perspective, data pooled across treatments)

<table>
<thead>
<tr>
<th>Game ID#</th>
<th>7</th>
<th>4</th>
<th>9</th>
<th>5</th>
<th>12</th>
<th>2</th>
<th>14</th>
<th>3</th>
<th>8</th>
<th>11</th>
<th>6</th>
<th>1</th>
<th>10</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b^g_{a,T}$</td>
<td>0.0</td>
<td>0.42</td>
<td>0.82</td>
<td>0.43</td>
<td>0.55</td>
<td>0.25</td>
<td>0.52</td>
<td>0.22</td>
<td>0.37</td>
<td>0.00</td>
<td>0.28</td>
<td>0.79</td>
<td>0.30</td>
<td>0.43</td>
</tr>
<tr>
<td>$b^g_{g,M}$</td>
<td>0.0</td>
<td>0.28</td>
<td>0.09</td>
<td>0.24</td>
<td>0.12</td>
<td>0.37</td>
<td>0.10</td>
<td>0.30</td>
<td>0.38</td>
<td>0.62</td>
<td>0.60</td>
<td>0.19</td>
<td>0.60</td>
<td>0.33</td>
</tr>
</tbody>
</table>

### TABLE 6

Belief parameter estimates for the mixture model with four types, using stated beliefs data (presented from the Column player’s perspective, data pooled across treatments)

<table>
<thead>
<tr>
<th>Game ID#</th>
<th>7</th>
<th>4</th>
<th>9</th>
<th>5</th>
<th>12</th>
<th>2</th>
<th>14</th>
<th>3</th>
<th>8</th>
<th>11</th>
<th>6</th>
<th>1</th>
<th>10</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda^{bs}$</td>
<td>2.58</td>
<td>4.00</td>
<td>4.98</td>
<td>2.69</td>
<td>3.43</td>
<td>2.27</td>
<td>2.45</td>
<td>2.64</td>
<td>2.23</td>
<td>2.75</td>
<td>3.55</td>
<td>1.93</td>
<td>2.31</td>
<td>1.99</td>
</tr>
<tr>
<td>$p^1_{g,T}$</td>
<td>0.11</td>
<td>0.05</td>
<td>0.12</td>
<td>0.09</td>
<td>0.09</td>
<td>0.07</td>
<td>0.04</td>
<td>0.06</td>
<td>0.06</td>
<td>0.15</td>
<td>0.05</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>$b^g_{bs,1}$</td>
<td>0.0</td>
<td>0.19</td>
<td>0.14</td>
<td>0.96</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.83</td>
<td>1.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b^g_{bs,2}$</td>
<td>0.0</td>
<td>0.81</td>
<td>0.86</td>
<td>0.0</td>
<td>0.0</td>
<td>0.92</td>
<td>0.0</td>
<td>0.0</td>
<td>0.10</td>
<td>0.0</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b^g_{bs,3}$</td>
<td>0.13</td>
<td>0.08</td>
<td>0.26</td>
<td>0.09</td>
<td>0.10</td>
<td>0.16</td>
<td>0.06</td>
<td>0.17</td>
<td>0.15</td>
<td>0.08</td>
<td>0.20</td>
<td>0.18</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>$b^g_{bs,4}$</td>
<td>0.09</td>
<td>0.37</td>
<td>0.47</td>
<td>0.82</td>
<td>1.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b^g_{bs,5}$</td>
<td>0.91</td>
<td>0.33</td>
<td>0.33</td>
<td>1.0</td>
<td>0.18</td>
<td>0.0</td>
<td>0.97</td>
<td>1.0</td>
<td>0.13</td>
<td>1.0</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b^g_{bs,6}$</td>
<td>0.27</td>
<td>0.39</td>
<td>0.29</td>
<td>0.22</td>
<td>0.23</td>
<td>0.20</td>
<td>0.34</td>
<td>0.30</td>
<td>0.20</td>
<td>0.28</td>
<td>0.29</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,1}$</td>
<td>1.0</td>
<td>1.0</td>
<td>0.64</td>
<td>0.30</td>
<td>0.30</td>
<td>0.1</td>
<td>0.39</td>
<td>0.0</td>
<td>0.19</td>
<td>0.0</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,2}$</td>
<td>0.0</td>
<td>0.36</td>
<td>0.0</td>
<td>0.36</td>
<td>1.0</td>
<td>0.0</td>
<td>0.22</td>
<td>0.0</td>
<td>0.10</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,3}$</td>
<td>0.49</td>
<td>0.48</td>
<td>0.33</td>
<td>0.60</td>
<td>0.61</td>
<td>0.58</td>
<td>0.60</td>
<td>0.54</td>
<td>0.46</td>
<td>0.52</td>
<td>0.53</td>
<td>0.45</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,4}$</td>
<td>0.31</td>
<td>0.65</td>
<td>0.31</td>
<td>0.28</td>
<td>0.37</td>
<td>0.21</td>
<td>0.49</td>
<td>0.09</td>
<td>0.27</td>
<td>0.0</td>
<td>0.50</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,5}$</td>
<td>0.24</td>
<td>0.35</td>
<td>0.0</td>
<td>0.21</td>
<td>0.72</td>
<td>0.50</td>
<td>0.30</td>
<td>0.20</td>
<td>0.03</td>
<td>0.0</td>
<td>0.47</td>
<td>0.26</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,6}$</td>
<td>0.44</td>
<td>0.74</td>
<td>0.65</td>
<td>0.27</td>
<td>0.31</td>
<td>0.34</td>
<td>0.32</td>
<td>0.60</td>
<td>0.22</td>
<td>0.27</td>
<td>0.11</td>
<td>0.17</td>
<td>0.54</td>
<td>0.56</td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,1,T}$</td>
<td>0.23</td>
<td>0.24</td>
<td>0.29</td>
<td>0.21</td>
<td>0.53</td>
<td>0.52</td>
<td>0.22</td>
<td>0.17</td>
<td>0.24</td>
<td>0.34</td>
<td>0.74</td>
<td>0.16</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,2,M}$</td>
<td>-1786.01</td>
<td>-1608.78</td>
<td>-1641.11</td>
<td>-1772.80</td>
<td>-1748.28</td>
<td>-1773.46</td>
<td>-1784.10</td>
<td>-1743.09</td>
<td>-1761.63</td>
<td>-1800.60</td>
<td>-1644.39</td>
<td>-1792.85</td>
<td>-1761.44</td>
<td>-1785.15</td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,3,T}$</td>
<td>0.42</td>
<td>0.67</td>
<td>0.61</td>
<td>0.27</td>
<td>0.30</td>
<td>0.33</td>
<td>0.32</td>
<td>0.54</td>
<td>0.25</td>
<td>0.29</td>
<td>0.15</td>
<td>0.21</td>
<td>0.50</td>
<td>0.51</td>
</tr>
<tr>
<td>$\bar{b}^g_{bs,4,M}$</td>
<td>0.25</td>
<td>0.24</td>
<td>0.30</td>
<td>0.24</td>
<td>0.51</td>
<td>0.47</td>
<td>0.24</td>
<td>0.21</td>
<td>0.26</td>
<td>0.34</td>
<td>0.67</td>
<td>0.39</td>
<td>0.20</td>
<td>0.25</td>
</tr>
</tbody>
</table>

b. st., belief statement.
to be generated by underlying beliefs can we argue that the action data cannot plausibly be generated by such beliefs. It is noteworthy in this context that the belief statements are fairly accurate in predicting the opponent’s empirical action distributions (see Section 3), indicating that the belief statements are indeed the result of a thought process about the opponent. Regardless of the interpretation, it is clear that a rejection of (7) suggests that the two data sets are inconsistent and that belief statements contain insufficient information to explain actions.

Table 5 reports the estimation results for the action data only. It contains parameter estimates of the single-type model for all games, pooling the data across the five treatments. In the table, estimated precision parameters are reported as the first number in each column and the belief estimates are included below that. The obtained value of the log-likelihood is reported as the last number in each column. For this and all subsequent tables, the data were pooled across isomorphic player roles. The estimation results show a considerable variation across games, in the estimated beliefs, precision parameter $\lambda^a$, as well as in the log-likelihood values that are obtained at the maximum. (Compare, for example, Games #5 and #8.)

Next, we estimate the model of belief statement generation, using the data from the belief statement task. There, the introduction of multiple types (in the form of the mixture model described above) does indeed significantly improve the fit in the data. The question arises what number of types $K$ we should include in the model. Somewhat arbitrarily, we report in Table 6 the results for $K = 4$ types, noting that the Schwartz (or Bayesian) Information Criterion selects $K = 4$ for seven out of the 14 games and that for four additional games it selects $K = 5$. We also ran all estimations and tests for the range $K \in \{1, \ldots, 6\}$, to be able to check whether the obtained results might only hold for a specific number of types in the distributions. (They do not, as will be outlined below.) For a comparison, the table also includes the average belief statements of the subjects, in the last two rows. Again, we see that the estimated values of the precision parameter, $\lambda^{bs}$, varies considerably across games. Comparing the average estimated beliefs with the average stated beliefs shows that the estimated beliefs are very close to the average statements. In all 14 games, all estimated average estimated belief parameters differ from the average stated belief by less than 0.1. In this sense, the model is able to “recover” the average belief statements. Qualitatively, these observations apply also to estimates with higher numbers of types. Figure 5 illustrates the estimation for $K = 6$ and for the Column Players’ belief statements in one particular game, Game 14. The locations of the circles indicate the estimates of the types’ underlying beliefs, and their size indicates the weights of each of the types. As the figure shows, the distribution of belief statements is “mimicked” rather well by the distribution of types. The estimated average underlying belief, indicated by the small shaded circle, lies very close to the empirical average of the belief statements.

Comparing the estimated average beliefs between the two tasks, that is, between Tables 5 and 6, we see much larger differences. Although the average belief estimates appear to be slightly correlated over the two tasks, the difference between the estimates is very large in some games, and not in a single case are both of the estimated parameters of the two models within a distance of 0.1. This leads to the question whether the differences between the two belief estimates are statistically significant. To answer this question we specify a model that combines the actions model and the stated beliefs model (so the log-likelihood is given by the sum of (2) and (6)). We estimate this joint model under the restriction that the null hypothesis (7) holds and perform likelihood ratio tests to determine whether one can uphold the hypothesis that underlying beliefs are constant over the two tasks. Table 7 contains the estimation results for the joint data and the case $K = 4$. Table 8 shows the marginal level of significance of rejecting the null hypothesis, separately listed for each of the games, and separately for all $K \in \{1, \ldots, 6\}$. The table shows that the null hypothesis of constant average beliefs over the two tasks is rejected in most games and in many cases at high levels of significance. More specifically, consider the case of $K = 4$, in the fourth row of
the table. In eight out of the 14 games, the hypothesis that subjects hold consistent beliefs across tasks is rejected at the level of $p = 0.01$. In four additional games, the hypothesis is rejected at a level of $p = 0.05$. Very similar results hold for all other values of $K$ that we considered. For any $K \in \{1, \ldots, 6\}$, the number of rejections at the level of $p = 0.05$ lies between 10 and 13, out of 14 possible rejections.

In sum, we find persistent evidence that the beliefs underlying the subjects’ actions—more precisely, the beliefs that justify the observed actions best—are different from the beliefs that are elicited when subjects are asked directly (although we use an incentive-compatible pay-off rule to reward for the belief statements). An alternative interpretation is that the subjects’ actions follow a process that is not governed by a stable set of beliefs. Recall that the model estimation from the action data critically relies on the assumption that subjects hold some beliefs that they respond to, according to the logistic expression (1). Hence, the fact that we reject the consistency hypothesis between the two tasks may well be driven by the insufficiency of this assumption. Plausibly, some subjects do not respond to any consistent set of beliefs when they play a game for the first time and only when they are asked to state beliefs do they form a theory of mind about the opponent.

Given that we observe significant inconsistencies between the actions and the belief statements, the question arises whether the nature of these inconsistencies can be described in a concise way. While Section 3 already contained a descriptive discussion, the next section presents an analysis within our probabilistic-choice model. There, we again consider the behavioural models that we used to design the experiment and ask which of these models explains the behaviour best. Since all eight models can be estimated from the action data as well as the belief statement data, the estimation results may provide a more reliable insight into what the general pattern of inconsistency between the two tasks is.
TABLE 7
Belief parameter estimates for the mixture model with four types, using actions and stated beliefs (presented from the Column player’s perspective, data pooled across treatments)

<table>
<thead>
<tr>
<th>Game ID#</th>
<th>7</th>
<th>4</th>
<th>9</th>
<th>5</th>
<th>12</th>
<th>2</th>
<th>14</th>
<th>3</th>
<th>8</th>
<th>11</th>
<th>6</th>
<th>1</th>
<th>10</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>c[a]_[2]</td>
<td>4.16</td>
<td>2.28</td>
<td>7.77</td>
<td>12.66</td>
<td>2.28</td>
<td>0.71</td>
<td>5.42</td>
<td>10.53</td>
<td>0.43</td>
<td>8.43</td>
<td>4.58</td>
<td>10.22</td>
<td>20.72</td>
<td>6.88</td>
</tr>
<tr>
<td>c[b]_[2]</td>
<td>2.55</td>
<td>3.33</td>
<td>5.07</td>
<td>2.66</td>
<td>3.45</td>
<td>2.30</td>
<td>2.45</td>
<td>2.66</td>
<td>2.24</td>
<td>2.75</td>
<td>3.59</td>
<td>2.00</td>
<td>2.31</td>
<td>2.06</td>
</tr>
<tr>
<td>p[1]_[T]</td>
<td>0.12</td>
<td>0.01</td>
<td>0.11</td>
<td>0.09</td>
<td>0.10</td>
<td>0.07</td>
<td>0.04</td>
<td>0.06</td>
<td>0.06</td>
<td>0.13</td>
<td>0.07</td>
<td>0.13</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>p[1]_[M]</td>
<td>0</td>
<td>0.04</td>
<td>0.14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p[2]_[T]</td>
<td>0.13</td>
<td>0.03</td>
<td>0.25</td>
<td>0.10</td>
<td>0.10</td>
<td>0.12</td>
<td>0.16</td>
<td>0.08</td>
<td>0.18</td>
<td>0.15</td>
<td>0.08</td>
<td>0.18</td>
<td>0.19</td>
<td>0.10</td>
</tr>
<tr>
<td>p[2]_[M]</td>
<td>0.07</td>
<td>0</td>
<td>0.65</td>
<td>0.98</td>
<td>0.82</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.87</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p[3]_[T]</td>
<td>0.93</td>
<td>0.91</td>
<td>0.35</td>
<td>0</td>
<td>0.18</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.08</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>p[3]_[M]</td>
<td>0.24</td>
<td>0.46</td>
<td>0.30</td>
<td>0.21</td>
<td>0.21</td>
<td>0.23</td>
<td>0.24</td>
<td>0.31</td>
<td>0.30</td>
<td>0.20</td>
<td>0.35</td>
<td>0.24</td>
<td>0.28</td>
<td>0.22</td>
</tr>
<tr>
<td>p[4]_[T]</td>
<td>1</td>
<td>1</td>
<td>0.48</td>
<td>0</td>
<td>0.30</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0.39</td>
<td>0</td>
<td>0.21</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>p[4]_[M]</td>
<td>0</td>
<td>0</td>
<td>0.32</td>
<td>0</td>
<td>0.35</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0.22</td>
<td>0.10</td>
<td>0.56</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Average (\bar{p}_{4,T})</td>
<td>0.51</td>
<td>0.51</td>
<td>0.35</td>
<td>0.61</td>
<td>0.59</td>
<td>0.58</td>
<td>0.57</td>
<td>0.55</td>
<td>0.55</td>
<td>0.46</td>
<td>0.52</td>
<td>0.50</td>
<td>0.45</td>
<td>0.51</td>
</tr>
<tr>
<td>Average (\bar{p}_{4,M})</td>
<td>0.31</td>
<td>0.59</td>
<td>1</td>
<td>0.31</td>
<td>0.29</td>
<td>0.37</td>
<td>0.22</td>
<td>0.49</td>
<td>0.09</td>
<td>0.27</td>
<td>0</td>
<td>0.23</td>
<td>0.50</td>
<td>0.49</td>
</tr>
<tr>
<td>Average (\bar{b}_{4,T})</td>
<td>0.24</td>
<td>0.38</td>
<td>0</td>
<td>0.20</td>
<td>0.71</td>
<td>0.49</td>
<td>0.29</td>
<td>0.19</td>
<td>0</td>
<td>0.33</td>
<td>1</td>
<td>0.46</td>
<td>0.26</td>
<td>0.24</td>
</tr>
</tbody>
</table>

TABLE 8
Marginal significance levels of accepting the null hypothesis (7) that underlying average beliefs are identical in both tasks, using the mixture model with \(K = 1 \ldots 6\) types

<table>
<thead>
<tr>
<th>Game ID#</th>
<th>7</th>
<th>4</th>
<th>9</th>
<th>5</th>
<th>12</th>
<th>2</th>
<th>14</th>
<th>3</th>
<th>8</th>
<th>11</th>
<th>6</th>
<th>1</th>
<th>10</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sig. at (K = 1)</td>
<td>0.041</td>
<td>0.000</td>
<td>0.080</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.014</td>
<td>0.000</td>
<td>0.017</td>
<td>0.623</td>
<td>0.000</td>
<td>0.176</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Sig. at (K = 2)</td>
<td>0.001</td>
<td>0.000</td>
<td>0.004</td>
<td>0.009</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.018</td>
<td>0.623</td>
<td>0.000</td>
<td>0.000</td>
<td>0.025</td>
<td>0.000</td>
</tr>
<tr>
<td>Sig. at (K = 3)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.030</td>
<td>0.068</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.018</td>
<td>0.814</td>
<td>0.000</td>
<td>0.000</td>
<td>0.064</td>
<td>0.000</td>
</tr>
<tr>
<td>Sig. at (K = 4)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.020</td>
<td>0.027</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.021</td>
<td>0.958</td>
<td>0.000</td>
<td>0.000</td>
<td>0.080</td>
<td>0.044</td>
</tr>
<tr>
<td>Sig. at (K = 5)</td>
<td>0.001</td>
<td>0.000</td>
<td>0.061</td>
<td>0.039</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.020</td>
<td>0.997</td>
<td>0.000</td>
<td>0.000</td>
<td>0.023</td>
<td>0.041</td>
</tr>
<tr>
<td>Sig. at (K = 6)</td>
<td>0.000</td>
<td>0.000</td>
<td>0.140</td>
<td>0.034</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.023</td>
<td>0.973</td>
<td>0.000</td>
<td>0.000</td>
<td>0.099</td>
<td>0.085</td>
</tr>
</tbody>
</table>

Sig., significance.
5. MODELS OF NORMAL-FORM GAME PLAY

In this section we reconsider eight models that have enjoyed some success in explaining subjects’ play of normal-form games. We consider the five models introduced in Section 2, plus three other models. All of them can be interpreted as special cases of the model that we introduce in Section 4. The additional three models are less restrictive than the models presented in Section 2, but also impose some structure on what kind of beliefs players might hold. Hence, we can use subjects’ belief statements to discriminate between the models. This dimension has not been explored in previous studies, which have focused on predicted play only. The eight models we consider are nested in the models presented in Section 4 by specifying an underlying first-order belief \( b_g \) (for the action model and \( b_g^{bs} \) for the belief statement model). For some of the models, this belief is determined by one or more parameters, which have to be estimated from the data in addition to the precision parameters \( \lambda^a \) and \( \lambda^{bs} \). Here, unlike in the previous section, we do not allow subject heterogeneity because our goal is to identify the simple behavioral rule that best describes the data at the aggregate level. A further departure is that we estimate the models jointly from all games and not one game at a time.

(i) Nash Equilibrium model (NE): \( b_g \) is the opponent’s Nash equilibrium strategy.
(ii) Naïve Level-1 model (L1, Stahl and Wilson, 1994, 1995): \( b_g \) is uniform over the opponent’s actions, \( b_g = (1/3, 1/3, 1/3) \).
(iii) D1 model (D1, Costa-Gomes, Crawford and Broseta, 2001): \( b_g \) is uniform over the opponent’s undominated actions only, and equal to zero for dominated actions.
(iv) Level-2 model (L2, Nagel, 1995, and Costa-Gomes, Crawford and Broseta, 2001—a relative of Stahl and Wilson, 1994, 1995), \( b_g \) is the opponent’s best response to the uniform prior, \( b_g = \arg \max u_g^j((1/3, 1/3, 1/3), b^1) \).
(v) Optimistic model (Opt): \( b_g \) is given by the opponent’s strategy corresponding to the own maximum pay-off, \( b_g = \arg \max (\max u_g^b(b^1, b^j)) \).
(vi) Logit Equilibrium model (LE, McKelvey and Palfrey, 1995): Both players employ a logistic response function when choosing their actions, with an identical precision parameter \( \lambda^a \). Both players are aware of this, are aware that their respective opponent is aware of this, are aware that . . . (analogously on all levels of reasoning). As a consequence, \( b_g \) satisfies the fixed-point property \( b_g = r^a(r^a(b_g, \lambda^a), \lambda^a) \).
(vii) Asymmetric Logit Equilibrium model (ALE, Weizsäcker, 2003): Identical to the LE model, but the decision noise parameter that a subject attributes to her opponent, \( \tilde{\lambda}^a \), is allowed to be different from the subject’s own noise parameter, \( \lambda^a \). Hence, \( b_g = r^a(r^a(b_g, \lambda^a), \tilde{\lambda}^a) \).
(viii) Noisy Introspection model (NI, Goeree and Holt, 2004): Subjects employ logistic response functions on all levels of reasoning, but the precision parameter constantly decreases with higher levels of the reasoning process. Formally, define \( t, 0 \leq t < 1 \), as the inverse ratio of the decision maker’s own response precision, \( \lambda^a \), and the response precision attributed to the opponent, \( \tilde{\lambda}^a \), such that \( \tilde{\lambda}^a = t\lambda^a \). Then, \( b_g \) is given by \( b_g = \lim_{n \to \infty} t_r(r^a(...(b, t^n \lambda^a), \ldots, t^2 \lambda^a), t^2 \lambda^a) \) for some arbitrary end point of the reasoning process, \( b \), which is irrelevant for \( b_g \) in the limit as \( n \to \infty \).

All eight models can be loosely interpreted in terms of degrees of rationality attributed to the opponent’s decisions, to the opponent’s beliefs about a subject’s own decisions, etc. (where rationality is understood here as best responding to a given set of beliefs): the NE model imposes perfect response rationality on all levels of reasoning. The L1 model imposes no rationality.

29. Others, for example, Nyarko and Schotter (2002), have explored the relationship between actions and belief statements in the context of learning models.
whatsoever on the opponent’s decisions. The D1 model, similar to L1, attributes no rationality to the opponent’s decisions except that he is assumed to identify and exclude dominated decisions. The L2 model attributes a high response precision to the opponent, who herself imposes no rationality whatsoever on her opponent’s decisions. The Optimistic model assumes a specific shortsightedness in that only the own maximum pay-off is identified, and subjects behave as if the opponent would pick the action corresponding to this pay-off. The LE model, in contrast to all of the preceding models, imposes a consistency between probabilistic decisions and beliefs, as the decision noise is taken into account on all levels of reasoning. Notice that, as $\lambda^a$ approaches infinity, responses on all levels of reasoning approach best responses, so the resulting LE prediction is a Nash strategy. The ALE model, likewise, assumes that the decision maker takes decision noise into account on all levels of reasoning. However, the “rational expectations” assumption ($\tilde{\lambda}^a = \lambda^a$) about the opponent’s response precision is relaxed and the decision maker can attribute arbitrary levels of precision, $\tilde{\lambda}^a$, to the opponent. The model therefore encompasses as special cases both the LI model ($\tilde{\lambda}^a = 0$) and the LE model ($\tilde{\lambda}^a = \lambda^a$). The NI model, in a very similar manner, has the L1 model and the LE model as special or limit cases ($t = 0$, and $t \to 1$, respectively). The main new feature of NI is, however, that beliefs are assumed to get more and more noisy on higher levels of the reasoning process.\(^{30}\)

Tables 9 and 10 present the parameter estimates for the eight models under consideration, as well as the estimated log-likelihoods, using the action data and the belief-statement data, respectively.\(^{31}\) First, consider the action data (Table 9). We estimate one parameter (the response precision of the actions, $\lambda^a$) for the NE, L1, D1, L2, Opt, and LE models and two parameters for the ALE and NI models. The NI model fits the action data the best. The low estimate of $\tilde{\lambda}^a$ means that players assign a low response precision to their opponents. However, it also means that players’ beliefs about their opponents’ actions are only slightly influenced by the opponents’ pay-offs. Players expect their opponents to choose actions in a close to random manner, which is precisely the belief that L1 players have about their opponents’ play. This explains why the L1 model is a close second in the horse race.\(^{32}\)

Do we draw the same conclusions when analysing the belief-statement data? We estimate one parameter (the response precision of the first-order belief statements, $\tilde{\lambda}^b$s) for the NE, L1, D1, L2, Opt, and LE models and two parameters for the ALE and NI models. The NI model fits the action data the best. The low estimate of $\tilde{\lambda}^a$ means that players assign a low response precision to their opponents. However, it also means that players’ beliefs about their opponents’ actions are only slightly influenced by the opponents’ pay-offs. Players expect their opponents to choose actions in a close to random manner, which is precisely the belief that L1 players have about their opponents’ play. This explains why the L1 model is a close second in the horse race.\(^{32}\)

---

30. Supporting this assumption, Kübler and Weizsäcker (2004) estimate a logistic-response model using data from experimental cascade games and consistently find that the subjects’ reasoning gets noisier on higher levels.

31. Instead of considering the models’ underlying beliefs within the probabilistic model, one may also want to compare the frequencies with which the models’ beliefs are stated exactly. For the five simpler models that do not depend on parameters, the frequencies of belief statements that lie within five percentage points of the beliefs are NE 5·0%, L1 4·6%, L2 6·3%, D1 5·0%, Opt 6·6%.

32. A fully random model (which corresponds to $\tilde{\lambda}^a = 0$) has a log-likelihood of $-3337$·58. A “perfect” model that prescribes the empirical frequencies of actions in each game has a log-likelihood of $-2656$·98. Hence, the best-performing models of Table 9 yield a goodness of fit that is not too much worse than the best possible fit.

33. In these data, the model prescribing the empirical frequencies has a much better fit than any of the models that we estimate, at $-516$·35. Even the best-performing models yield only a modest improvement over full noise ($\tilde{\lambda}^b$s = 0), relative to this best possible model. In the actions data, the relative fit of the models was much bigger (see footnote 32). It seems that in the belief statement data the empirical model has a substantial advantage because the models in Table 10 all predict atomless distributions, whereas the empirical distribution is concentrated on a grid (see footnote 20).
<table>
<thead>
<tr>
<th>NE</th>
<th>L1</th>
<th>D1</th>
<th>L2</th>
<th>Opt.</th>
<th>LE</th>
<th>ALE</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\alpha}^{a}$</td>
<td>$\tilde{\ln L}^{a}$</td>
<td>$\tilde{\alpha}^{a}$</td>
<td>$\tilde{\ln L}^{a}$</td>
<td>$\tilde{\alpha}^{a}$</td>
<td>$\tilde{\ln L}^{a}$</td>
<td>$\tilde{\alpha}^{a}$</td>
<td>$\tilde{\ln L}^{a}$</td>
</tr>
<tr>
<td>A1</td>
<td>0.60</td>
<td>-611.66</td>
<td>6.13</td>
<td>-541.90</td>
<td>3.73</td>
<td>-571.94</td>
<td>1.31</td>
</tr>
<tr>
<td>1A</td>
<td>0.53</td>
<td>-643.01</td>
<td>7.60</td>
<td>-540.90</td>
<td>3.53</td>
<td>-602.03</td>
<td>1.46</td>
</tr>
<tr>
<td>1AQ</td>
<td>0.75</td>
<td>-699.82</td>
<td>7.09</td>
<td>-602.36</td>
<td>3.84</td>
<td>-652.99</td>
<td>1.49</td>
</tr>
<tr>
<td>1A1A</td>
<td>1.00</td>
<td>-680.15</td>
<td>6.27</td>
<td>-609.69</td>
<td>3.60</td>
<td>-644.64</td>
<td>2.26</td>
</tr>
<tr>
<td>1A1AC</td>
<td>0.57</td>
<td>-672.97</td>
<td>7.85</td>
<td>-556.83</td>
<td>3.48</td>
<td>-633.05</td>
<td>1.34</td>
</tr>
<tr>
<td>Pooled</td>
<td>0.69</td>
<td>-3310.02</td>
<td>6.99</td>
<td>-2855.22</td>
<td>3.63</td>
<td>-3105.03</td>
<td>1.57</td>
</tr>
</tbody>
</table>

ALE, Asymmetric Logit Equilibrium; L1, Level-1; L2, Level-2; LE, Logit Equilibrium; NE, Nash equilibrium; NI, Noisy Introspection; Opt., Optimistic.

<table>
<thead>
<tr>
<th>NE</th>
<th>L1</th>
<th>D1</th>
<th>L2</th>
<th>Opt.</th>
<th>LE</th>
<th>ALE</th>
<th>NI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{\alpha}^{bs}$</td>
<td>$\tilde{\ln L}^{bs}$</td>
<td>$\tilde{\alpha}^{bs}$</td>
<td>$\tilde{\ln L}^{bs}$</td>
<td>$\tilde{\alpha}^{bs}$</td>
<td>$\tilde{\ln L}^{bs}$</td>
<td>$\tilde{\alpha}^{bs}$</td>
<td>$\tilde{\ln L}^{bs}$</td>
</tr>
<tr>
<td>A1</td>
<td>0.00</td>
<td>-4769.63</td>
<td>0.00</td>
<td>-4769.63</td>
<td>0.00</td>
<td>-4769.63</td>
<td>0.00</td>
</tr>
<tr>
<td>1A</td>
<td>0.00</td>
<td>-5008.11</td>
<td>0.00</td>
<td>-5008.11</td>
<td>0.04</td>
<td>-5007.74</td>
<td>0.23</td>
</tr>
<tr>
<td>1AQ</td>
<td>0.00</td>
<td>-5485.07</td>
<td>0.00</td>
<td>-5485.07</td>
<td>0.00</td>
<td>-5485.07</td>
<td>0.00</td>
</tr>
<tr>
<td>1A1A</td>
<td>0.00</td>
<td>-5365.83</td>
<td>0.00</td>
<td>-5365.83</td>
<td>0.00</td>
<td>-5365.83</td>
<td>0.00</td>
</tr>
<tr>
<td>1A1AC</td>
<td>0.00</td>
<td>-5246.59</td>
<td>0.00</td>
<td>-5246.59</td>
<td>0.10</td>
<td>-5243.82</td>
<td>0.20</td>
</tr>
<tr>
<td>Pooled</td>
<td>0.00</td>
<td>-25875.2</td>
<td>0.00</td>
<td>-25875.2</td>
<td>0.00</td>
<td>-25875.2</td>
<td>0.22</td>
</tr>
</tbody>
</table>

ALE, Asymmetric Logit Equilibrium; L1, Level-1; L2, Level-2; LE, Logit Equilibrium; NE, Nash equilibrium; NI, Noisy Introspection; Opt., Optimistic.
estimates of $\lambda^a$ and $\tilde{\lambda}^a$, which are instrumental in estimating this model’s underlying belief, differ markedly from the estimates based on the action data. When belief statements are used to infer players’ beliefs, a very large precision parameter $\tilde{\lambda}^a$ is attributed to the opponent while the subjects’ own precision parameter $\lambda^a$ is 0, that is, the opponent is perceived as if responding to uniform behaviour. Such behaviour corresponds very closely to the L2 model, which also does rather well in the belief statement data.

Taken together, these findings reiterate the discussion of Section 3: subjects play games as if attributing a low degree of response rationality to their opponents, that is, as if they expected them to choose actions randomly. But when asked which actions they expect their opponent to play, they put themselves in the shoes of their opponent, and transpose their own reasoning logic to the decision faced by their opponent. This time around, they view their opponent as responding to monetary incentives, but with the expectation that their own play is random. In short, we find that subjects choose L1 actions, and state L2 beliefs, although these two behaviours are inconsistent with each other. If a subject states the belief that she expects her opponent to play his L1 choice, she should in turn choose an action that is a best response to her belief and play the L2 choice, instead of behaving like an L1 type herself. Subjects seem not to be aware of this inconsistency and reveal an appalling small depth of reasoning under both tasks.34

6. CONCLUSIONS

This paper reports on an experiment where subjects played and stated first-order beliefs about their opponents’ actions in 14 matrix games. We use both data sets (actions and stated beliefs) to infer and characterize players’ strategic thinking in games. To do so we explore a unified way to deal statistically with both kinds of choices. A main feature of our framework is to regard subjects’ actions and stated beliefs as decisions that probabilistically respond to monetary incentives. It is possible for a subject to state a belief that differs from her underlying belief, the same way a subject might choose an action that she did not intend to play. This possibility is introduced because even when beliefs are elicited using incentive compatible schemes we cannot a priori take the subjects’ stated expectations at face value. We also note that allowing a subject’s stated belief to differ from her underlying belief (assuming she has one) opens the door to the use of statistical inference to draw conclusions from elicited beliefs, within a maximum-likelihood analysis.

The main conclusions can be summarized as follows. Subjects do not play their equilibrium actions, and neither do they expect their opponents to do so. But a subject’s actions are often not expected-pay-off maximizing best responses to her stated beliefs about her opponents’ play. Using the framework described above, we find evidence that actions and stated beliefs are generated by significantly different perceptions of the games and/or of how opponents play games. In particular, this result holds in the context of our most general specification, where we impose no restrictions on the beliefs and account for subject heterogeneity.

To identify a positive model of behaviour, we then restrict players’ strategic thinking to conform to a set of existing boundedly rational models of play. These estimation results suggest that subjects play games as if attributing a low degree of response rationality to their opponents—as if they expected the opponents to play randomly. But in contrast, when subjects state beliefs they ascribe to their opponents the ability to choose actions that are best responses to beliefs, which, in turn, seem to be uniform over the player’s own decisions.

34. In terms of limits of subjects’ depth of reasoning, the results from the action data are generally consistent with those from previous studies that also use a set of normal-form matrix games, such as Stahl and Wilson (1994, 1995), Costa-Gomes, Crawford and Broseta (2001), Weizsäcker (2003), Goeree and Holt (2004) and Camerer et al. (2004), although we observe a somewhat lower depth of reasoning. Related experimental studies that use other games (Nagel, 1995; Ho, Camerer and Weigelt, 1998; Kübler and Weizsäcker, 2004) typically find an average of two steps of reasoning.
Much work remains ahead, in the form of allowing for even more general models of behaviour and studying the robustness of the results. In our view, our findings suggest that a caveat is in order when assuming that actions are driven by beliefs about the opponent, at least in the absence of learning opportunities and in sufficiently complex games. But this conclusion may not apply to dynamic situations. Perhaps, the formation of expectations about others’ behaviour and the retrieval of such expectations, are processes that are largely driven by feedback and repeated interactions.

APPENDIX A

Claim 1 (No More Than Two Types are Identified in a Mixture Model, if Action Data are Used). Every probability distribution over three actions \((T, M, B)\) that is generated by the \(K\)-type mixture model with \(K \geq 2\) can be generated by the 2-type mixture model.

Proof. Let \(R_1\) be the set of probability distributions over \([T, M, B]\) that can be generated by the single-type model. We define \(R_1\) formally as follows: For a given precision parameter \(\lambda^a\), let \(R_1(\lambda^a)\) be the set of probability distributions \(r = (r(T), r(M), r(B))\) over \([T, M, B]\) that can be generated by the single-type model given by expression (1), using any feasible belief \(b_{g,k}^a\). That is,

\[
R_1(\lambda^a) = \{r \in \Delta^2 \mid \exists b_{g,k}^a \in [T, M, B] : r(x_k^a) = r(x_k^a, b_{g,k}^a, \lambda^a)\}.
\]

Using this family of sets, \(R_1\) is given by the union \(R_1 = \bigcup_{\lambda^a \in (0, \infty)} R_1(\lambda^a)\). Analogously, denote by \(R_K\) the set of probability distributions that can be generated by the \(K\)-type mixture model for actions (defined exactly analogous to the mixture model for belief statements in Section 4): Let \(R_K(\lambda^a)\) be the set of probability distributions over \([T, M, B]\) that can be generated by the \(p\)-weighted average over \(K\) types’ predictions that follow expression (1), but are allowed to use different beliefs \(b_{g,k}^a\), for a given value of \(\lambda^a\). That is,

\[
R_K(\lambda^a) = \{r \in \Delta^2 \mid \exists b_{g,k}^a \in [T, M, B] : r(x_k^a) = \sum_{k=1}^{K} p^k r_{g,k}^a(x_k^a, b_{g,k}^a, \lambda^a)\}.
\]

As with one type, let \(R_K\) be the union over all possible values of \(\lambda^a\).

Now consider \(R_2(\lambda^a)\), with two types. It holds that \(R_2(\lambda^a)\) is the convex hull of \(R_1(\lambda^a)\), because the simplex in which the elements of \(r\) lie is two-dimensional. Therefore, \(R_2(\lambda^a) = R_K(\lambda^a)\) for all \(K \geq 2\) and all \(\lambda^a\). The same then holds for the unions defined above, that is, \(R_2 = R_K\) for all \(K \geq 2\).

The claim implies that the \(K\)-type mixture model cannot achieve a higher likelihood than the 2-type model, because the distribution that is predicted by a model determines the model’s likelihood, for any set of observations. Due to the claim, it suffices to check whether the 2-type model outperforms the single-type model, in order to restrict attention to the single-type case, as it is done in Section 4. In our view, this is not the case for any of the 14 games.

APPENDIX B

In this appendix we report several measures of statistical accuracy in order to gain a better understanding of the nature of the mispredictions of subjects’ stated beliefs. First, we consider an overall measure of statistical accuracy, the “probability score” (e.g., Brier, 1950; Yates, 1990), which is the sum of the squared deviations between each component of the stated belief vector and 1 or 0 (if the subject’s opponent played, or did not play the action that corresponds to that component) divided by the number of observations.

This measure is identical to the mean squared deviation discussed in Section 2, except that here each subject’s opponent’s chosen action replaces the frequencies of subjects’ opponents’ actions. In other words, we measure the accuracy of beliefs by looking at individual matches, rather than considering how well subjects predict their opponents’ aggregate play. Formally, and using the notation introduced in Section 2.3, we write the average probability score in game \(g\) as \(\text{APS}_g = \frac{1}{N} \sum_{i=1}^{N} (y_{g,i} - x_{g,i}^a)(y_{g,i} - x_{g,i}^*)\), where \(N\) denotes the number of times game \(g\) was played across all subjects, \(x_{g,i}^a\) is a subject’s stated belief vector, and \(x_{g,i}^*\) is her opponent’s chosen action vector. The APS’s theoretical range is the interval \([0, 2]\), and the equal probability belief generates a score equal to 0.67, regardless of which action is chosen.

35. In the experimental literature on games, the probability score and other measures associated with it have been used by Feltovich (2000) to assess the accuracy of the predictions generated by different learning models. Camerer, Ho, Chong and Weigelt (2002) do the same, and additionally analyse the accuracy of subjects’ stated beliefs on repeated trust games, finding that subjects’ forecasts are very well calibrated, if they are given an opportunity to learn. Our work focuses on single-shot play of a series of games, where there is no opportunity to learn, and where subjects can choose one out of three actions rather than two.
Before we compute the APSs, we first assign subjects’ stated beliefs to a finite number $T$ of subcollections of beliefs, as we will need to do for other calculations further below. We round belief statements up or down to the nearest increment of 0-10 in each component of the stated belief vector that is not a multiple of 0-10, such that the vector still represents a probability distribution.\footnote{This rounding is vacuous for the majority of the stated beliefs.}

The APS across games is reported in the first two columns of Table A1. Observed values range from 0-428 (Columns in Game #5) to 0-969 (Rows in Game #7). No major differences are observed across player roles for isomorphic games. The APS-across-games-mean is 0-746 for Rows, and 0-740 for Columns. While these results show that individual subjects often fail to predict the actions chosen by their own opponent, they do not say much about some features of interest that stated beliefs might exhibit. In particular, do stated beliefs discriminate among (or capture) instances in which particular actions are played with greater frequency? What is the degree of correspondence (calibration) between the probabilities that the stated beliefs assign to the different actions and the observed empirical frequencies of play?

It is well known that professional forecasters, for example, weather forecasters (Murphy and Winkler, 1977), professional sports oddsmakers (Yates and Curley, 1985) tend to exhibit good calibration, certainly as a result of years on-the-job learning, and perhaps as a result of job-related incentives. However, “well-calibrated forecasters” sometimes exhibit low discrimination (e.g. professional sports oddsmakers, see Yates and Curley, 1985). On the other hand, classroom subjects’ probability judgements in experiments without monetary incentives are in general not calibrated (Lichtenstein, Fischhoff and Phillips, 1982), perhaps also due to limited experience or repetition of the forecasting task. We can use our experimental data to examine if subjects’ stated beliefs are well calibrated and if they discriminate their opponents’ choice problems, in an environment with monetary incentives and no feedback.

To measure calibration and discrimination, we pool the data across games, in order to create a data set with different exogenous events that the subjects are asked to predict.\footnote{Separately, we also measure discrimination and calibration for the set of games in which the player’s opponent has a dominated action, the four non-dominance solvable games, and the remaining games (see Table A1).} Before pooling the data we identify three kinds of actions for each game: the equilibrium action (referred to as $L^*$), the one that is either dominated or that yields the lowest expected

\begin{table}[h]
\centering
\begin{tabular}{ccc|ccc|ccc}
\hline
Game & Average probability score & & & Discrimination score & & & Calibration score & \\
 & Rows & Columns & & Rows & Columns & & Rows & Columns & \\
\hline
1 & 0.862 & 0.792 & & 0.220 & 0.032 & & 0.455 & 0.061 & \\
2 & 0.713 & 0.854 & & 0.161 & 0.232 & & 0.429 & 0.439 & \\
3 & 0.623 & 0.511 & & 0.230 & 0.052 & & 0.339 & 0.173 & \\
4 & 0.467 & 0.722 & & 0.078 & 0.172 & & 0.237 & 0.424 & \\
5 & 0.679 & 0.428 & & 0.199 & 0.069 & & 0.378 & 0.273 & \\
6 & 0.434 & 0.762 & & 0.057 & 0.279 & & 0.276 & 0.509 & \\
7 & 0.969 & 0.855 & & 0.270 & 0.239 & & 0.592 & 0.505 & \\
8 & 0.858 & 0.842 & & 0.212 & 0.267 & & 0.510 & 0.453 & \\
9 & 0.608 & 0.875 & & 0.105 & 0.179 & & 0.305 & 0.434 & \\
10 & 0.863 & 0.599 & & 0.247 & 0.134 & & 0.503 & 0.313 & \\
11 & 0.904 & 0.714 & & 0.224 & 0.194 & & 0.596 & 0.358 & \\
12 & 0.73 & 0.809 & & 0.150 & 0.246 & & 0.448 & 0.453 & \\
13 & 0.764 & 0.849 & & 0.215 & 0.250 & & 0.442 & 0.475 & \\
14 & 0.946 & 0.752 & & 0.238 & 0.160 & & 0.546 & 0.370 & \\
\hline
Average & 0.746 & 0.740 & & 0.186 & 0.179 & & 0.432 & 0.374 & \\
\hline
DA & 0.616 & 0.637 & & 0.127 & 0.107 & & 0.169 & 0.144 & \\
ODS & 0.799 & 0.811 & & 0.061 & 0.093 & & 0.254 & 0.239 & \\
EQ & 0.841 & 0.781 & & 0.083 & 0.104 & & 0.323 & 0.261 & \\
All & 0.746 & 0.740 & & 0.042 & 0.052 & & 0.186 & 0.151 & \\
\hline
\end{tabular}
\caption{Features of stated beliefs (data pooled across treatments, and in some cases, across sets of games).}
\end{table}
pay-off against a uniform prior \((M')\), and the remaining action \((R')\). Predictions of the same kinds of action are pooled across games.\(^{39}\)

Calibration and discrimination are related to the APS, as demonstrated by Murphy (1973). The APS in game \(g\) can be written as

\[
\text{APS}_g = \tilde{x}_g(u - \tilde{x}_g) + \frac{1}{N} \sum_{t=1}^{T} n_t \left(\gamma_t - \tilde{x}_g,t\right)(\gamma_t - \tilde{x}_g,t) - \frac{1}{N} \sum_{t=1}^{T} n_t \left(\tilde{x}_g,t - \tilde{x}_g\right)(\tilde{x}_g,t - \tilde{x}_g),
\]

where \(u\) is the unity vector, \(\tilde{x}_g\) is the actions-frequency of play vector across all stated beliefs, \(\tilde{x}_g = (\tilde{x}_g,L', \tilde{x}_g,M', \tilde{x}_g,R')\), with \(\tilde{x}_g,c = \frac{1}{N} \sum_{t=1}^{T} \tilde{x}_g,t,c\) for all \(c \in \{L', M', R'\}\), \(n_t\) is the number of times that subcollection \(t\)'s belief was stated, \(\gamma_t\) is subcollection \(t\)'s belief vector about the likelihood of play of the different actions by one's opponent, and \(\tilde{x}_g,t\) is the actions-frequency vector for those cases where subjects state beliefs in subcollection \(t\), that is, \(\tilde{x}_g,t = (\tilde{x}_g,L',t, \tilde{x}_g,M',t, \tilde{x}_g,R',t)\).

The first term is a function of the relative frequency of play of the different actions, and thus it is outside the control of the subjects stating beliefs. It is a measure of uncertainty of play. The larger this term, the greater the APS. In our case, it can assume values between 0 (only one action is ever chosen) and 2/3 (the three actions are played with equal probability).

The second term is the weighted average of the squared difference between a stated belief and the frequency of play of the different actions for all pairings in which that belief was stated. It is a measure of calibration. For example, across all pairings in which subjects stated that their opponents would play the different actions with probabilities equal to 0, 0.40, and 0.50, good calibration means that the empirical frequency of play matches these probabilities. The range of this term is the closed interval \([0, 2]\). Perfect calibration is achieved by stating the empirical frequency of play of the different actions. The smaller this term is, the greater the calibration, and the smaller the APS.

The third term measures discrimination, which reflects the extent to which subjects sort the events into subcategories for which the frequency of actions differs from the overall empirical frequency of the different actions. In our case, this term can take values in the interval \([0, 2/3]\). The smaller this term, the smaller the discrimination and the greater the APS. If the stated beliefs are all equal \((e.g.\) equal to the empirical frequency of play\()),\) discrimination is non-existent. This helps to illustrate why perfect calibration does not imply good discrimination.\(^{40}\)

The results of the exercise are reported in the last row of Table A1. Both the observed levels of calibration and discrimination in our data are relatively poor, compared to those observed elsewhere (Camerer et al., 2002). We conclude that either our monetary incentives were not strong enough, or that monetary incentives alone are not the key to good calibration and discrimination, in the absence of opportunities to learn. Since higher stakes seldom induce strong behavioural change in laboratory experiments, the missing learning opportunities may be the more likely explanation.
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38. In the five games where this action is also the equilibrium one, \(M'\) corresponds to the action that yields the second lowest expected pay-off against a uniform prior.

39. We could have stuck with \(T, M,\) and \(B\) as the three categories of actions, but for the sake of interpreting the measures of discrimination and calibration, it is preferable to associate behavioural rules with the three possible actions.

40. Alternative decompositions of the APS have been proposed by Yates (1982), and others.
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