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DRAFT

Abstract: Consider a mediator who has no means to coerce or bribe the parties or any special information to give them.  Further, the mediator is dealing with negotiators who are foresighted and strategically pursue fixed goals, so that the mediator’s problem-solving ability, personal persuasiveness or charisma add nothing.  Four consequences of mediation are still useful: (1) the mediator can suggest an existing equilibrium to the parties, thereby making it focal; (2) a formal mediation procedure can select an existing equilibrium agreement, thereby making it focal; (3) a new and better equilibrium agreement can  arise when the mediation procedure functions as a randomizing device; and (4) negotiators may face less risk in initiating compromises since the mediator can keep these secret, revealing them only when their negotiators’ positions have met.  In the particular game the negotiators know their utilities for the possible agreements, but an informal argument suggests that in other circumstances mediation might contribute in a fifth way, by reducing negotiators’ risk in exploring their common interests.  A simple game model is modified in steps to illustrate these principles
 During the period of the Cold War peace researchers aimed their work at preventing a large conflict between the nuclear powers, but since then they have shifted to trying to solve many small conflicts.  This has led to increased research on the topic of mediation, with a great expansion of systematic theory and data.  A recurring question, however, has been a basic theoretical one at the heart of the activity: Just how does mediation bring parties together?  REFERENCES.  Many of the international relations papers discuss “coercive” mediation – a powerful third party combining threats with bribes, while the interpersonal literature tends to consider the psychology of human interaction – persuasion, charisma, the controlled expression of emotion.  Mediation is also seen as joint problem-solving.  
This paper contributes some answers to the basic question for the case where these psychological mechanisms are excluded, where the mediator is disinterested and powerless and must deal purely in strategic variables.  In much of the international relations research the mediator is an informed and interested party, who can give the negotiators inside advice, or perhaps bribes or else pressure them with threats or persuasion to get them to agree.  This is a natural approach for international relations analysis since most nations are directly interested in their neighbour’s conflicts and have some power in the situation.  However, mediators must do more, since often they have often no power, and no special charisma or moral authority for persuasion, or even no special knowledge.  This is often true both in domestic legal matters and in international cases where the mediator is a religious group or the Red Cross, a conflict specialist, a diplomat of a small state (Bailey, 1985).
This paper sets out first a model of bargaining, then modifies it in ways that represent different modes of mediation.  The changes involve different ways that the mediator collects information, suggests a solution, structures the offers, or manipulates the information flowing between the two negotiators.  By calculating the equilibria, it investigates their consequences for the likelihood and benefits of an agreement.  The equilibria are relatively easy to calculate, given the complexity added into some of the models, because it allows only three agreements.  (This is in contrast to models descended from those of Nash or Rubinstein, which allow a continuum.)  The games are simple enough so that one can translate the logic of their equilibria English and understand it in a generic way, and this is in fact the goal of the analysis – to generate intuitions about mediation that can be formulated in regular language.  The argument is made by examples rather by theorems, and using variations of a single game promotes easier comparisons.
In these simpler situations the mediators have simple roles: they can act as randomizers to generate new solutions, or they can make certain outcomes focal.  Also of interest are some results about what mediators cannot do in these games.  The notion that mediators should ask parties to tell them privately their goals, then suggest a compromise to them, does not work here, since, short of some commitment to personal honesty, parties would provide distorted information.  This fact is well-known in the game theory literature, but the examples here show clearly why it holds.  The continuous-time games require more complex strategic calculations from the negotiators and allow a greater role to the mediators.  One mediation method is particularly helpful: asking the parties their current position on the issue (what they will commit themselves to accept rather than their goals), and reporting this information to the other only when the two positions have crossed and an agreement has been reached.  Negotiators who would otherwise be reluctant to make a proposal for fear of appearing weak can take an initiative, since the other will not be in a position to exploit this by demands for further concessions.  
We conclude with some informal arguments that the mediator’s role and the usefulness of this particular procedure increases when negotiators are uncertain whether certain agreements exist that would forward both their interests.  In direct bargaining they may be reluctant to reveal their interest in a certain arrangement for fear that they will be asked to make greater concessions in other areas.  Again, keeping concessions a secret until they meet may reduce the inertia to compromise.  These beneficial effects of mediation appear only in the models involving continuous time, but the interpretation of this result here is not that the mediator helps avoid discounting by speeding things up.  It is more that the models involving several stages are necessary to include the logic of moves and countermoves that induce negotiators to avoid concessions.
A significant literature exists on how preplay communication can broaden the equilibria achievable in games (Forges 1986, 1990; Sorin, 1993).  While it is relevant to this issue, the aim of this paper is not to deal with a subcase of their topic, so throughout we include an assumption that makes negotiators’ verbal interactions more meaningful than plain conversation, which their models see as signals that can be used for coordination but have no culturally established meaning.  If a negotiator makes a concession at some stage, either to the mediator or to the other negotiator, that cannot be taken back.  We assume, in effect, a strong norm of good faith requires that concessions be binding.

As well as relating to the IR literature on mediation, the paper relates to the large game-theoretical on negotiation.  A frequent and valid criticism is that its results are not robust with respect to the bargaining procedure.  For example, a certain game may have an equilibrium that gives all the gains to party A, unless party B is able as he leaves the room to shout out a final offer and disappear before A can answer, in which case all the gains go to B.  Real negotiations do not have such well-defined procedures, however, so game models cannot say much about them.  This paper turns the argument around: if the predictions depend so much on procedures, we should be able to improve the outcomes by choosing the right procedures.

The conclusion of the formal analysis is that the mediator seems to have five possible functions – a selector among equilibria by focality, a selector among equilibria by choosing a certain mediation method, a generator of new equilibria by randomization, and an information filter that removes the penalty from taking initiatives. The last is the most novel.  
All the games treated here assume negotiators are aware of what their interests are in a particular agreement, but mediation has a further role in games with interests that the negotiators may not be aware of, in that it allows them to explore common goals with less risk of revealing a vulnerability.  The latter is certainly the benefit most widely seen for mediation.
Negotiation without a mediator 
This section will set a baseline by solving a simple two-stage negotiation game without a mediator.  It will also define and illustrate some of the statistics used to describe the equilibria.  The basic game has the following rules which are common knowledge.  Negotiators 1 and 2 can choose one of three agreements, with utilities for the negotiators of (.75, .25), (.50, .50) and (.25, .75).  
Stage 1:  Each negotiator’s outside option (what that individual gets if there is no agreement) is chosen randomly and independently from a uniform distribution on the interval (0, .75).  A negotiator is informed only of the value of its own outside option and has this uniform distribution for the other’s.

Stage 2: The negotiators simultaneously make demands, each asking for either .25, .50 or .75.  

Stage 3: If their demand pair is one of the possible agreements, they get that.  If the demands total less than an agreement (less than 1), then get what they asked for and split the surplus, (i.e., demands of (.25, .25), (.25, .50) or (.50, .25), yield (.50, .50), (.375, .625), or (.625, .375), respectively.)  If their demands total more than an agreement, they get their outside options (x, y). 
The rules allow the possibility that negotiators find no agreement to be mutually acceptable; if their outside options are (.55, .35), for example, each agreement would be unacceptable to one or the other.  On the other hand even a negotiator who holds a high outside option has some hope of gaining from an agreement, since the option is never as good as the best agreement; for example, if one negotiator’s option is .74, it is possible that the other’s lies in the range 0 to .25, so that both would benefit by agreeing to (0, .75).  This means that every type of negotiator has an incentive to try for an agreement.

A tool for analyzing games where players’ types lie on a one-dimensional continuum, is the “joint-type diagram.”  Here a square is drawn with sides (0, .75) and each point in it represents a possible realization of the game.  One can conveniently depict the three possible agreements by their utilities for the negotiators.  Any pair of strategies, including equilibrium pairs, will yield outcomes that can be depicted in this space, as in Figure 1.
We will look for equilibria that are symmetrical and use pure strategies.  Since each player has three information conditions and can be assigned three moves, each has 33 = 27 strategies.  A consideration of cases shows that exactly three of these are symmetrical equilibria.  Labelled N1, N2 and N3, (“N” for “negotiation game”), they are shown in Figures 2, 3 and 4. 

In equilibrium N1 a negotiator of type below .50 (i.e., one whose outside option is below .50) demands .50, and otherwise demands .75.  The only kind of agreement is (.50, .50) which happens if and only if both outside options are below.50. 
For this and future equilibria some statistics can be calculated for use in comparisons.   First, it can be calculated that the probability of an agreement is .4444.  A related question is how beneficial is it to go to a negotiation held under these rules.  On the average, a player’s gain from a negotiation (which may or may not lead to an agreement) over simply taking one’s outside option is 29.6%.  A secondary issue is whether players reveal their types, either the exact value or a range.  The revelation takes place when the player announces a demand, and the information then revealed by the negotiator in announcing a demand is calculated as .9183 bits, using the metric of Shannon and Weaver’s information theory.  The details are explained in the Appendix 1, but one can say briefly this is slightly less than 1 bit, the amount revealed when a player is identified as one out of two types, both of which were equiprobable.  

A final question is the expected stability of the agreement, here interpreted is the average gain to the player who gains less.  This value is not conditioned on the occurrence of an agreement.SHOULD IT BE.  Here it is .165.
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Figure 1.  Equilibrium N1 for the pure negotiation game.  Negotiator 1’s demands for each range of 1’s type are on the x-axis, and 2’s are on the y-axis.  The resulting outcomes are shown for each area.
In equilibrium N2, negotiators separate into two groups, those with outside option below .1743, who demand .25, and those above that value, who demand .75.  The resulting payoffs for each type appear in Figure 2.  The probability of an agreement is .411, the average gain from the negotiation is 27.4%.  The average information revealed by a negotiator is .8979 bits, and the stability is .170. 
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Figure 2. Equilibrium N2 for the pure negotiation game.

In equilibrium N3 negotiators separate into three groups: those below .1776 demand .25; those between .1776 and .2761 demand .50; and those above .2761 demand .75.  The probability of an agreement is.4347, the average gain from negotiation is 29.1%.  The information revealed by a negotiator is 1.283 bits, and the stability of an agreement is .190. 
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Figure 3. Equilibrium N3 for the pure negotiation game.
What are the lessons of the baseline model?  The simplest one is that there are multiple equilibria.  There is no single, sensible path for negotiators.  If one of these is chosen, it will likely have prevailed because by extra-game-theoretical factors, and this opens up a role for the mediator as such a factor, who can suggest one of these equilibria.  thereby making it a choice that the negotiators mutually expect, and on the at account one that will go ahead and implement.  Presumably the mediator is of good will and will suggest an efficient one.  (If the game were non-symmetrical, the mediator would presumably also be influenced by the relative fairness of the payoffs.)  
Seeing the mediator as a focal point selector explains certain observed phenomena.  Focality is a matter of degree, in that all suggestions are not of equal influence for the purpose of establishing it, and the variables determining strength will typically be non-strategic.  Mediators who are prominent and celebrated individuals such as popes or ex-presidents or foreign heads of state, will make their choice more focal, as will those who enter the scene with fanfare.  The effectiveness of President Carter in North Korea, or Pope __ in Argentina (Princen) have a rationale within this system
A second lesson is that none of the equilibria are 100% efficient.  There are pairs of possible negotiators who could gain from an agreement but do not conclude one.  It might seem more sensible to modify the equilibrium so that these pairs also are directed to a deal, but this turns out to be impossible – it would destroy the incentives that support the other behaviour required by the equilibrium.  The reason is that negotiators are not able to prove their types in the game, and some must pay a price for this.  The inefficiency tends to happen when one or both is in a strong position in case of disagreement, so that, for example, in N3, players both at x = y = .40 will not make a deal.  In this case their assertions of their type are least credible.  
This phenomenon reflects Fearon’s argument (1995) that inability to make a commitment may make it impossible to negotiate a peace settlement.  It is an instance of a series of theorems starting with Myerson and Satterthwaite (1983) that establish the innate inefficiency of bargaining.  (Some of the research is summarized by Ausubel, Cramton and Deneckere, 2002.  No existing theorem apparently applies to the present games because of they have a discrete set of possible agreements, but the structure of the problem is the same.)  This inefficiency will reappear in the next section, when specific types of mediation are considered that might be hoped to prevent it.
The basic negotiation game holds a third lesson, that even though private information causes problems, the most revealing equilibrium is not always the best one.  Equilibrium N3 informs each player most completely about the other’s type, but N1 gives highest expected payoffs.  This suggests in a general way that even though private information is behind the inefficiency, the mediator should not aim to get the negotiators to tell as much as possible about themselves.  The problem should be worked around, rather than confronted.  This lesson will be underlined by some coming examples.  

The mediator asks negotiators to reveal their types

In the first mediation method, the mediator privately asks negotiators for their types, and then makes a private suggestion to each on what to demand.  The negotiators’ answers and the mediator’s suggestions are inserted between Stages 1 and 2 above.  The mediator must design a rule that recommends an outcome as a consequence of the pair of reports, and in the spirit of equilibrium analysis, we will require that the mediator use one that gives the negotiators no incentive to lie about themselves or to violate the mediator’s suggestions when they choose demands, given that each negotiator believes that the other will do that.  The standard formulation of this idea is that the mediation procedure must be “incentive compatible” and yield an equilibrium.  
Incentive compatibility greatly restricts the mediator’s rules.  To see this, consider a a mediator who ignores it and assumes that negotiators will report honestly and obey faithfully regardless of their incentives.  To carry the result, assume also naive negotiators who actually do this.  For the sake of efficiency, the rule always recommends an agreement if one is possible, and for the sake of fairness it recommends one that is closest to an equal split of the increments from an agreement over the outside options.  The rule is shown in Figure 4.  It does splendidly on the efficiency statistics.  Negotiators reach an agreement 2/3 of the time and receive an average gain from negotiation of 37%, both of these being the maximum possible.  (It achieves a stability of .153, low because even those negotiators with small gains are able to conclude an agreement.)  Strategically, however, it has a flaw in that it is not incentive compatible.  Negotiators who expect the other to report truthfully and then to follow the mediator’s advice will be tempted to dissemble about their own types or ignore the advice.  For example, a negotiator with an outside option of 0 would do better to claim to be just under .25, since for the middle range of the other’s outside options the negotiator will increase its payoff by ¼ (and for the other possibilities the deviation will make no difference.)  
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Figure 4. A “naive” mediation scheme in which negotiators reveal their true types  and the mediator recommends the outcome that splits the gains most evenly (which is not an equilibrium.)
What rules are incentive compatible?  To avoid inducing distortions by the negotiators, the mediator should reduce the benefits from making such claims, and this turns out to require that the mediator sometimes deliberately make recommendations that lead to no agreement even when one is possible.  That is the mediator must throw away possible gains.  The simplest procedure, known here as IC1, gives outcomes identical to equilibrium N1 of the pure negotiation game.  It illustrates the logic of incentive compatibility: if a negotiator reports being under .50 the mediator suggests that they each demand .50, while someone reporting over .50 gets a recommendation to demand .75.  Thus the .50/.50 agreement occurs if and only if both are under .50.  Parties below that value are not tempted to change their self-reports to something else below it because that would not change their payoffs, nor to report being over it, since that would yield no agreement.  A negotiator of type over .50 would not report being under .50, because there would be no benefit from concluding an agreement.  This is the most efficient allocation scheme of all the incentive compatible ones, but considering that this outcome is already an equilibrium in the pure bargaining problem, a mediator seems to be of no help here.  One might argue, however, that if one wanted to select that outcome from the three possible negotiating equilibria, adding a mediator would do that by making it focal, i.e., making it a salient, natural choice for the negotiators.

There are more incentive compatible solutions, in fact an infinity of them, and an  example, termed IC2, is shown in Figure 5.  If both negotiators report less than .25 the mediator recommends .50, 50.  If negotiator 1 reports less than .25, the mediator, with probability 1/2 recommends .25, .75, but with probability 1/2 makes a pair of recommendations that leads to disagreement, for example .50 and .75.  The figure’s notation ½ (.25, .75); ½ (x, y) means that with probability ½ the negotiators receive .25, .75 and with probability ½ they get their outside options (since they do not agree.)  This rule performs poorly on efficiency, yielding an 11% gain over not negotiating, however, inefficiency is the price paid for honesty.  (It will be shown later that honesty is, in a certain sense, the price required for an equilibrium.)  Again the mediator’s logic is to give negotiators less incentive for reporting too high by making fewer recommendations that yield agreements for such reports.  The mediator prevents negotiators from falsely reporting too low because their incentives for doing so involve agreements that they, having better outside options, would not find advantageous to make.  For example, the mediator might prevent a negotiator above .50 from making an understatement by sometimes recommending a .50, 50 split.  (It is feasible and advantageous for the mediator to use a mixed strategy.)  
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Figure 5. The incentive compatible mediation rule, IC2, where “½(.25, .75), ½(x, y)” means that the mediator equiprobably recommends a pair of demands yielding these outcomes.
The difficulty with these procedures is that the mediator is sometimes dispensing bad advice and is flipping coins to decide when to do it.  Neither of these policies seems imaginable in practice, nor ones that would induce the parties to recruit a mediator who used them, the fact of their necessity notwithstanding.  Note also an irony of IC1 and IC2, that although the mediator is asking for honesty he or she will throw away most of the information and pay attention only to whether the negotiator is higher or lower than some cutoff.  This reflects the futility, within a strategic context, of asking negotiators to reveal their types.  
We have made a tacit assumption that negotiator honesty was required for the mediator to apply the procedure.  Is this really so?  The mediator wants to know their outside options in order to calculate an acceptable and fair agreement, but if the negotiators were expected to lie, could not the mediator foresee just how they would do this and infer back to their true types, like a scientist using a miscalibrated thermometer by recoding its values, or an employer deciphering an inflated letter of recommendation.  Indeed the mediator could do this, but no really new equilibria would arise.  Since the bargainers in equilibrium could foresee the mediator’s practice, they would just send messages that were the same as before, after decoding.  This idea is known as the revelation principle, which says that for analyzing these games is that we can restrict our search for equilibria to those involving honest reporting, and will still have a full analysis of the possibilities, at least as far as final payoffs are concerned.
So far the procedures have had the mediator recommend an agreement, or recommend each party’s demand.  A less intrusive practice is for the mediator to listen to their private information, then tell them publicly whether an agreement is possible.  The mediator would make no recommendation on what the agreement should be, but perhaps the negotiators would update their opinions of each other and then be willing to make demands that led to an agreement.  In our case, the negotiators will narrow their distribution for the other negotiator’s type – for example, a negotiator with an outside option of .45 who is told that an agreement is possible will now know that the other is between 0 and .50.  The argument for this method, which was suggested by Kettelle (1985), is that they will make concessions more readily because they know a bargain is achievable.  
Although this seems helpful, it makes no difference with the model.  The same symmetrical equilibria, N1, N2 and N3, appear again.  The reason for the invariance is simple but important.  In general when one chooses among actions, one should consider only those states of the world where one’s choice will make a difference.  (One does not start a letter, “If you don’t receive this . . . “.)  This idea is a version of the sure-thing principle in axiomatic decision theory, and although it seems obvious it leads to some odd conclusions.  When a jury is using the unanimity rule and a juror deciding how to vote should assume that the others have said “guilty,” because only then will that the choice be pivotal (Federsen and Pesendorfer, 1998).  Such a consideration leads each juror to be more ready to vote guilty than if he or she were deciding on reasonable doubt based only on the evidence presented in court -- (hence their article’s title, “Convicting the Innocent.”)  A similar effect arises in those auctions where the prize has an uncertain but common value to the bidders (for example, when it is a item that they all hope to resell in the same market.)  Then each should set his or her bid conditional on having won.  Having won, that is, having made the highest bid, strongly suggests that one has overestimated the value of the object, and this argument calls on the participants to greatly reduce what they otherwise would have bid.  This general consideration is known as the “Winner’s Curse” in response to bidders who fail to do this, and end up sorry they had the winning bid.  In the present context the sure-thing principle means that in the original pure negotiation problem parties were already acting as if they knew an agreement were possible, and telling them that this is actually so does not change their strategies.  
Add something

Kettelle’s idea might make a difference if bargaining were expensive in itself, but in these models it makes no difference.
The section has suggested what a mediator cannot do.  It has considered the argument that a “pure” mediator might get negotiators to open up about their true goals, and so design a better agreement.  The lesson here is that the price for assuring that they will be honest is a very inefficient agreement.  A mediator can draw out the truth, but only by paying a large price in the quality of the agreement.  

The mediator asks each privately to accept 50/50 (“Secret Concessions”)
Another concept of mediation has the mediator privately exploring possibilities for a compromise, but keeping secret from each bargainer just what the other has accepted so far.  The offers are revealed only when they yield an agreement.  In the current model there is only one compromise, the .50/.50 split, so an equivalent rules is that between Stages 1 and 2 the mediator asks each party privately whether it will accept this.  If both say yes the game ends there, each accepts the deal at Stage 2.  Otherwise neither is told what the other said and they play Stage 2 freely (although they may possibly have updated views about what the other said, or at least what the other is now thinking.)
This procedure is somewhat like the CyberSettle site on the internet.  For a fee, parties log on with a real negotiation problem and make concessions, which are revealed to the other only when they meet.  It differs somewhat from this procedure, however, in that Cybersettlers who fail to agree can go back, for a further charge.  Our procedure is also like Crushnet websites, where high school students send in a list of who they have a romantic crush on.  These others are contacted by email and asked who they are fond of, and if there is a match their identities are revealed.  The same procedure is used in some bars equipped with internet terminals, where patrons feed in their interest by the number of the table.  Of course the argument may be less to protect one’s bargaining position than to avoid embarrassment.  
The procedure has been analyzed in the continuous time context by Ponsati (1997) and Jarque, Ponsati and Sakovics (2001), and O’Neill (2003) where I suggested that it might be especially useful in disputes over issues involving honour.  There each side is even more reluctant to make a concession for fear of the public stain of being seen as willing to compromise on honor.  It has been called “filtered bargaining” or “secret concessions.”  One could imagine related procedures where the updating might be different, such as the mediator asking a random negotiator whether he or she wants to settle at 50/50 and approaching the other only if the first answers yes.  Only the basic one will be analyzed here.

Each negotiator has to choose among six strategies as a function of its type, each involving Yes or No to the mediator on an equal split, and a demand of 25, .50, or .75 if the game goes on.  A negotiator who says yes but is told to go on, will typically raise its estimate of the other’s type.  A negotiator 1 who says no, gains no information about 2, but realizes that it may be facing an opponent with a different attitude – either a low 2 now more impressed by 1’s type and so inclined to be more accommodating, or a 2 that is thinking like 1 is and who may be more aggressive

Four symmetrical equilibria arise here.  In three of them the negotiators simply say no to an equal split, and play one of the equilibria of the pure bargaining game.  They are not tempted to say yes, however weak they are, because they expect the other to say no.  At another equilibrium, however, labelled SC1, “SC” for “secret concessions,” negotiators use the mediator.  If their type is below .1743 they say Yes to the mediator and demand .25 if the game goes further.  Below .1743 they say No and demand .75.  Note however that its outcomes are identical to N2.  Again the use of mediation has simply selected one of the mediator-less equilibria and made it more focal.  The use of secret concessions for a really new equilibrium requires a logic that extends beyond two-stage bargaining, as is described in a coming section.
The mediator conveys one negotiator’s final offer to the other


In the final procedure for the two-stage model the mediator acts as a randomizer and a message relay.  The mediator selects one negotiator or the other and asks what that negotiator wishes to demand at Stage 2, and communicates that to the other negotiator.  The negotiator is not making a commitment here – simply establishing an equilibrium, in this case a correlated equilibrium in the original game.
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Figure 6.  Outcomes where the mediator conveys 1’s demand to 2.


Figure 6 shows the optimal moves for the negotiators given 1 is chosen to make a first demand.  When its outcomes are averaged with those in the corresponding diagram for 2 making a first demand, one can calculate that the method yields a 29.5% gain and .444 probability of agreement.  These statistics are comparatively high.  

The equilibrium shown in Figure 6 is in fact one for the original bargaining game.  It is an asymmetrical one, and holds in addition to the three symmetrical ones described above.  The real function of the mediator here is not so much to convey the demand since each can foresee what the other will do if chosen.  The mediator’s role is a randomizing device, but this is scarcely an essential function since the negotiators could duplicate it by observing sunspot activity, or any other publicly observable but unpredictable event.  Still this role might be significant.  The negotiators might be reluctant to use a randomizing device blatantly, but have the feeling that they must solve their dispute somehow.  The uncertainty of the outcome must be subjective in the minds of the negotiators, and need not involve an objective device used by the mediator.  The requirement is that the mediator will make some equilibrium focal but they are uncertain which one.
“Secret concessions” mediation in a continuous game
When one enriches the model, new strategic considerations arise for the negotiators and new rationales arise for inviting a mediator.  A significant one is that bargaining often stalls because neither side wants to the one to propose a concession.  Consider a negotiator pondering the merits and costs of making a concession.  On the one hand doing so is harmful because it puts an upper bound on that negotiator’s ultimate payoff.  Also, if the adversary is uncertain about one’s goals, one is revealing weakness.  It may lead the other to expect that the conceder will do more conceding.  A third consequence is the positive side of the last point: a concession may strengthen one’s bargaining position since the other side realizes the one now has less to lose from a stalemate.  
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What happens in this game?

At stage 1 a player gives one of the three levels

if there’s agreement that’s it.

If not the agreement payoffs, but not x or y, are reduced by .75 and then they do it one last time.  They are not told the other’s demands back at stage 1 – they know only that there wasn’t a solution given their own demands.

The net effect of these considerations, pro and con, depends on the details of the situation, and is a question suitable to a game model.  There is a large game literature on negotiation, of course, but almost all of it sidesteps the issue of choosing the time to initiate a unilateral compromise.  The models either have negotiators take turns in conceding or have them make simultaneous decisions, or sometimes they are axiomatic and avoid the dynamics of negotiation entirely.  One exception is a series of models by Ponsati [1997] and Jarque, Ponsati and S(kovics [2001] where negotiators are free to move when they want to.  Moves are on a time continuum.  Since negotiators have an infinity of choices of when to compromise, one might expect a priori that a concession would be unilateral.  The solutions of the games illustrate that negotiators have a disincentives to initiate a compromise and that a mediator can help.  The following examples, an unmediated and a mediated game, are analogues of the two-stage games but in continuous time.
First we deal with the bargaining game, with no mediator.  As before parties 1 and 2 can agree on one of three outcomes (.25. .75), (.50, .50) or (.75, .25) and have outside options uniformly distributed on (0, .75).  At time t = 0 each bargainer demands its favorite outcome, and thereafter can move either to the equal split or to the other’s favorite.  In line with our assumption of good faith bargaining, a bargainer who has endorsed the equal split can later move to the other’s favorite but cannot go back.  A negotiator’s response to the other’s offer can be quick but still takes some infinitesimal amount of time -- for technical and logical reasons it cannot happen simultaneously with the offer that triggered it.  If they agree on an outcome or if their offers cross, the game ends.  There is a reason to agree sooner rather than later: the utility is (amount received – outside option) discounted exponentially with time.  The rules stated formally are:
Stage 1: 1 and 2 learn their outside options, chosen randomly, independently and uniformly in (0, .75).

Stage 2: At t = 0, 1 and 2 propose their respective favorite outcomes, .75, .25, and .25, .75.

Stage 3: At any t > 0 each can move to .50, .50 or to the other(s favorite.  If a negotiator moves to .50, .50, it can later move to the other(s favorite.

Stage 4:  Compatible offers give each negotiator its proposed payoff; otherwise both get 0.  “More than compatible” offers give them the average of the payoffs.  Payoffs are discounted: the current utility for a party with outside option x receiving amount a at a time t units in the future is (a - x) e-t.  

The game has an equilibrium in which the negotiators ignore the possibility of an equal split, and believe that someone who compromises partially will go the rest of the way.  No one therefore proposes the equal split; each waits for the other to flip over to its favorite outcome.  The time at which one accepts the other’s favorite is determined by one’s outside option, with weaker negotiators giving in sooner.  The game also has a family of equilibria in which negotiators sometimes compromise at the (.50, .50) split.  These are more interesting and relevant here.  Figure 7 shows the component of one equilibrium strategy to be used by a negotiator during the initial part of the game, before the other has made a compromise.  After making a first move the negotiator may still have to wait for a compromise or make one, but the resulting family of curves of when to move are not shown.
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Figure 7. Initial strategy at an equilibrium (labelled D1) for a negotiator in the discounted continuous time bargaining game.  [The y-axis should read “outside option,” and the rightmost label should read “propose .75, .25”]
From t = 0 to t = 1.298, an especially weak group of negotiators, those with outside options in (0, .20], accept the other’s favorite, with the weakest types moving first.  If someone does this, the other accepts the deal and the game is over.  By the end of this period, all types with outside option less than or equal to .20 have given in, but if neither has capitulated in this period all activity stops: during the time interval (1.298, 1.612) no types does anything.  At t =1.612 all those with outside options in (.20, .32] offer the equal split.  If the negotiators both offer an equal split at that time, the game ends.  If 1 has moved but 2 has not, the two negotiators are now in a war of attrition with two possible outcomes, (.50, .50) and (.25, .75).  The solution of this subgame will not be detailed here, but some 2-negotiators compromise immediately and some 1 or 2 negotiators-types do not give in further.  A negotiator who is willing to make a subsequent concession (i.e., a 1 with an outside offer less than .25 or a 2 less than .50) chooses a time to give in if the other has not done so by then.  If neither 1 or 2 has moved at t = 1.612, there is another period in which all types of negotiators let time pass.  Then at t = 2.59 all types in the interval (.32, .50] compromise at the equal split.  If no deal is reached then, they know that none is possible.

Note that if they can reach a deal they do.  This seems to refute the idea that bargaining with incomplete information is innately inefficient, but in fact the inefficiency appears here in the form of time delay.  Willingness to accept a discounted payoff is how negotiators show their type.
The game has many equilibria with this structure, with the weakest negotiator types giving in immediately, then a dead period, then a point in time with a strictly positive probability of compromise, then another dead period, and then a final time with another positive probability of compromise.  The equilibria differ only in the timing of the moves and the range of types who make them.
The form of this equilibrium exhibits the point of this section that negotiators are averse to unilateral compromises, a problem that mediation may help.  The concessions are either made by a negotiator who is resigned to getting nothing from the other and so gives in entirely, or they are made at times where a negotiator has some hope that he or she is not conceding alone.  Those who offer the 50/50 split at the first mass compromise know that with a significant probability that the adversary will also be making that offer and the game will be over, so the other will not be able to exploit their revealed weakness.  Those who concede at the second mass compromise know that either the adversary is doing the same or no deal is possible anyway.  The notable fact is what is absent from the game’s equilibria: a negotiator who knows he or she is compromising and the adversary is currently not, but who hopes the adversary will later reciprocate.  

As before, we modify the model by inserting a mediator in place of Stages 2 and 3.  The mediator listens to the current positions of the two sides, and keeps them secret until they cross, at which time they are announced and the game is over.  In this game there is an equilibrium in which negotiators ignore the compromise, assuming the other will never propose it.  However another pair of equilibrium strategies appears, shown in Figure 8.  The negotiator locates his or her type on the vertical axis and, unless the other has already acted, offers the 50/50 compromise at the time indicated by the upper curve.  The negotiator waits at that position hoping the other will move to it too, but if that does not happen by the time indicated by the lower curve, the negotiator then goes all the way to the other’s favorite.  (The curves indicate that some negotiators will not compromise at all, and some will not go beyond the equal split.)
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Figure 8: An equilibrium, labelled SCD1, of the continuous discounted time game using mediation by secret concessions.
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Figure 9. Outcomes for mediation by secret concessions in the continuous time game.  Payoffs are appropriately time-discounted.

Unlike the two-stage models described earlier, mediation generates a new equilibrium.  While the expected benefits have not yet been calculated, a rough estimate indicates that the negotiators have a higher expected payoff than in the pure bargaining game equilibrium D1.  Mediation seems to allow negotiators to overcome their fear of initiating a compromise.  One can find examples of this in real negotiations.  Bailey (1985) cites two examples.  In 1948 India indicated to foreign diplomats that it would accept a partition on certain terms, but the idea had to come from someone else (Foreign Relations of the United States, 1948, Vol 5, pt. 1, 343, 356, 425).  In 1968 as Quakers mediated the dispute over Biafra, a senior Biafran official stated what his country would accept from Nigeria but would not propose for fear of appearing weak (Yarrow, 1978, 209-210).
Further research: mediation with uncertainty about common interests

In the above games each side has an idea how the various possible agreements affect their relative interests, in that any movement between outcomes is clearly a loss for one negotiator and a gain for the other.  This precludes an important function of mediation, guiding the search for joint gains.  The continuous time model can be modified to include the possibility of uncertain joint gains.  How to do this will be indicated, but the model will not be solved here.
Negotiators must agree on one of the usual three outcomes.  If they fail to agree they get a fixed known payoff, say (.25, .25).  As well as receiving one of the three outcomes, one or the other will get a prize, and receiving this prize has a value which may be different for each and is independently and uniformly distributed on some interval, say (0,.75).  At any time each can make a demand of the share which will involve a combination of an outcome and possibly the prize, the six possible demands then being .25, .50, .75, .25 & Prize, .50 & Prize, .75 & Prize.  It is assumed that the other gets the complement.  Thus a proposal for the two negotiators might be (.75, .25 & Prize).  QUITE COMPLICATED.
Unlike previous models, this opens the possibility of negotiators’ common interest in having some agreements rather than others.  If the prize is worth .1 to negotiator 1 and .7 to negotiator 2, then the outcome (.75, .25 & Prize) would be mutually preferred to (.25 & Prize, .75).  However they are not mutually aware of which agreements are mutually preferable, and a mediator might be helpful because each might be reluctant to indicate its true value for the prize.  A negotiator 1 who wants it very little would be tempted to exaggerate its benefit so that he can extract gains on the .25-.50-.75 dimension when he gives it up – this is the idea of a “bargaining chip.”  A negotiator who values the prize highly does not want to show that for fear of having to give up these other benefits.

Solving this problem seems an important possible role for a mediator, and we suspect that it is a fifth function of pure mediation.  The method of secret concessions seems likely to be helpful here, since parties can put forward their true desires without a fear of being exploited.  This question would be clarified by solving a pair of games corresponding to those in the previous section.
Conclusion
What is the role of a disinterested and powerless mediator?  A partial answer is suggested here by inserting various mediation techniques into a simple negotiation model.  A mediator can act as a randomizer to generate new deals, or can make an existing equilibrium focal for the negotiators, either by going through a mediation procedure that selects it as an equilibrium, or by simply declaring it the thing to do.  The latter possibility arises because the mediator-less bargaining model has several equilibrium.  One suggestion is that the mediator’s goal should not be that negotiators reveal their true goals, as that is ineffective.  When the bargaining has further stages a new function appears.  Negotiators are reluctant to propose a compromise for fear of appearing weak, but a mediator can listen to their current offers and pass them on to the other only when their positions cross.  All of the games analyzed were had the parties aware of any common interests they shared within the set of agreements.  When parties are uncertain about this, other benefits of mediation are likely to arise.  The mediator can use private information to guide them to mutually better agreements.  This private information involves not their true goals but only their current bargaining positions.
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Appendix. Comparative Statistics of the Negotiation and Mediation Rules
	
	prob agreement
	average gain from neg’n
	stability of agreement
	information revealed/used 

	range of statistic:           
	0 - .667
	0% - 37%
	0 - .500
	0 - (/1.585

	no mediation N1
	.444
	29.6%
	.165
	.918

	no mediation N2
	.412
	27.4%
	.170
	.782

	no mediation N3
	.435
	29.1%
	.190
	1.295

	naive mediation
	.667
	37.0%
	.153
	(/.959

	IC1
	same as N1

	IC2
	.333
	11.0%
	.259
	(

	secret concessions SC 
	same as N2

	random sequential RS
	.444
	29.5%
	.167
	.782

	continuous bargaining D1
	.667
	
	
	(

	continuous w/ med’n SCD1
	.667
	
	
	(


Table 1. Statistics of the bargaining and mediation rules.

The probability of an agreement has the obvious meaning.  The minimum is 0.  Since no agreement can be made unless it improves on each negotiator’s outside option, this probability can never be more than 6/9, the likelihood of the pair of types being south west of one of the agreements
The average gain from negotiation is the percentage a negotiator can expect to gain ex ante, before it knows its type.  It includes cases where an agreement is impossible does not occur.  For example, for N1, if no negotiation is held, each negotiator gets its average outside option, which is the mean of the uniform distribution on [0, .75] or .375.  The maximum value of this statistic, achieved when an agreement is reached whenever both negotiators can gain from one, is .5139/.3750 x 100% =  37.0%.
DO I NEED ANOTHER STATE GAIN FROM AGREEMENT

The expected information revealed by a negotiator is a measure of how much the procedure induces a negotiator to reveal its type (its outside option).  It is an index for the usual distinction of a pooling versus a separating equilibrium.  Whether this information is truthful will not be an issue, since by the revelation principle we can always restrict our attention to honest information.  In equilibria N1 and N2 negotiators’ demands divide them into two categories whereas in N3 there are three possibilities, but number of categories is not a valid measure since some of these may be almost never used.  An appropriate statistic is the information measure, which has been analyzed and justified axiomatically.  If negotiators divide themselves into three categories with probabilities p2, p2, and p3, for example, the expected information conveyed is –p1 log2 p` – p2 log2 p2 – p3 log2 p2 bits.  The minimum value is 0, when they say nothing, and the maximum is infinity, when they say their exact type from an infinity of possibilities.  In most cases here, however, they will only make a demand, .25, .50 or .75, from which an observer can infer a range for their type, and the maximum value is achieved when all three demands are equally likely: 3(-1/3 log2 1/3) =  log2 3 = 1.585 bits. 
I NEED TO MAKE THIS CONTINUOUS.

The expected stability of an agreement is the average value of the benefit to the less benefited negotiator, averaged only over cases when an agreement is made.  This statistic could be seen as a matter of justice and fairness, in the spirit of Rawls, or it could be seen as the mediator’s wanting to give both negotiators something to lose by breaking the agreement.  Its range is determined by two unrealistic approaches.  A mediator might arrange for an agreement only in cases when one party is on the border of wanting one versus not, so the minimum would be 0, or the agreement could always be (.50, .50), made only when the outside options are (0, 0), giving a maximum of .50 

OK How can I model mediation in a game with common interests.  It’s as if they don’t know what they want.  Is this a job for a global game.  It might well be.
How would a global game model of this work.  Wish I had my paper.  There are say two outcomes – will that be enough, and each one gets a signal of their value. 

-- the true value of this is.  Then each one demands one and if they agree that’s it.  This is a lot like certain extant models.  But what does the mediator do.  DO I need three levels. or do I make it a continuous time game.

what are the possibilities.

top row shows what happens in first

There must be more than that.

   -
	0, a ->.25      
	a, b -> .50    
	b, .75 -> .75    
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