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[1] Numerous frozen soil models currently in use differ in the complexity of their
governing equations or/and in the processes being considered. It is important to
comprehensively examine and categorize these on the basis of physical principles,
assumptions, and relationship to each other. In this paper frozen soil models are classified
into different levels according to the complexity of the governing equations. On the
basis of scale analysis, models with different levels of complexity were derived from the
most complicated frozen soil model. Rationales for the simplification of models at
different levels are discussed. To overcome the difficulties in achieving numerical
solutions, a new method of substituting soil enthalpy and total water mass for soil
temperature and volumetric liquid water content in governing equations is introduced for
each level of the frozen soil models. Models with different complexity levels are assessed
with observational data. The preliminary monthly and seasonal evaluation shows that
the results from the models with different complexity are generally similar but with
substantial differences at the Tibetan D66 site during the melting and freezing period. The
model including the contribution of vapor flux due to the matric potential gradient to
the water balance performs the best at the D66 site. Compared to the corresponding
original models, the frozen soil model versions with enthalpy and total water mass for
governing equations appear to produce consistently better performance. Furthermore,
the rationale of different methods for the freezing-melting process in frozen soil is
discussed. It has been noted that the model derived from the freezing point depression
equation and the soil matric potential equation is supported by both thermodynamic
equilibrium theory and the simulation results.
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1. Introduction

[2] Regions with frozen ground cover approximately
55%–60% of the exposed land surface in the Northern
Hemisphere [Zhang et al., 1999]. The coexistence of ice and
liquid water changes the hydraulic and thermal properties of
soil [Jame and Norum, 1980; Cherkauer and Lettenmaier,
1999], which in turn alters the distribution of water and
energy in soil and their exchange with the overlying atmo-
sphere. Frozen ground processes produce great effects on
global and regional climate and hydrology [e.g., Viterbo et
al., 1999; Poutou et al., 2004]. Furthermore, cryogenic soil
can release abundant CO2 and CH4 when it thaws [e.g.,

Zimov et al., 1993; Elberling and Brandt, 2003], which is
considered a positive climate feedback and will be impor-
tant to global climate change in the context of global
warming [Cox et al., 2000; Friedlingstein et al., 2001].
Therefore, it is necessary to introduce frozen soil processes
into land surface modeling and investigate their impact on
climate, hydrology, and the carbon cycle.
[3] The development of frozen soil models, which

included coupled heat and mass transport processes, began
in the 1970s. After the International Geophysical Year,
studies [e.g., Ferrians et al., 1969;Williams, 1970] indicated
that many engineering and hydrology problems were asso-
ciated with soil freezing and thawing in cold regions. In
addition, the introduction of computers during the 1970s
also helped the development of numerical models that were
specifically designed to solve the heat and water balance
equations in frozen ground [Cary and Mayland, 1972;
Harlan, 1973; Guymon and Luthin, 1974; Taylor and
Luthin, 1978; Fuchs et al., 1978]. In earlier studies, vapor
fluxes and their phase changes were neglected for simplicity
[Cary and Mayland, 1972; Harlan, 1973; Guymon and
Luthin, 1974; Fuchs et al., 1978]. Because more evidence
has revealed the complexity of frozen soil processes and
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their importance in climate models, sophisticated models
have emerged during the past decade [e.g., Flerchinger and
Saxton, 1989; Zhao et al., 1997; Jordan, 1991]. Thus far, a
large variety of frozen soil models or parameterizations with
different levels of complexity have been developed. Their
development has laid a good foundation for the synthesis of
these frozen soil models and for delineating challenging
issues in frozen soil modeling.
[4] Current frozen soil models are quite different in their

governing equations in terms of prognostic and diagnostic
variables. The most comprehensive as well as complicated
frozen soil model [Jordan, 1991; Zhao et al., 1997] includes
four prognostic equations and five diagnostic equations
together with one assumption to determine 10 variables.
The relatively simple models, which are currently used the
most often, only include two prognostic equations for
temperature and liquid water content. Furthermore, these
models also differ in their complexity of physical processes.
For example, some take into account the contribution of
vapor movement and its phase change in the water and heat
balances [e.g., Flerchinger and Saxton, 1989; Jansson and
Karlberg, 2001], while others [e.g.,Engelmark and Svensson,
1993; Slater et al., 1998; Cherkauer and Lettenmaier, 1999]
neglect these contributions assuming that they are insignif-
icant in the frozen soil process. In addition, models differ in
whether the heat due to liquid water flux in the heat balance
equation is considered, with a few models including this
consideration [e.g., Cary and Mayland, 1972; Harlan,
1973; Guymon and Luthin, 1974; Fuchs et al., 1978; Shoop
and Bigl, 1997; Pauwels and Wood, 1999].
[5] Accurate simulation of the thermal regime in frozen

soil models plays an important role in the prediction of
global climate changes [Ling and Zhang, 2004], and tem-
perature variation can affect the performance of structures
constructed in cold regions [Esch and Osterkamp, 1990;
Lunardini, 1996]. A frozen soil model with realistic simu-
lation of soil temperature, liquid water content, and ice
content also improved the climate model’s ability to simu-
late greenhouse gas exchange processes in cold regions
[Mikan et al., 2002]. Since there are numerous frozen soil
models with different heat and water equations, it is
important to comprehensively examine and categorize them
on the basis of physical principles, philosophies, assump-
tions, and their relationship to each other. This should help
us better understand frozen soil processes and application of
these models in climate research. To our knowledge, this
type of review has not been done. In this paper, we will also
address the following questions: (1) Is there any relationship
among these models? Or can a simple frozen soil model be
derived from the more complex models? (2) Do these
models have comparable or different accuracies in simulat-
ing the distribution and variation of soil liquid water content
and soil temperature in frozen soil? This paper groups
frozen soil models into different hierarchical levels based
on the completeness and complexity of their governing
equations and then discusses relevant issues. Scale analysis
is applied to examine the justification for simplification of
frozen soil models.
[6] In most currently popular frozen soil models, there are

only two governing equations with three unknown variables
(temperature, liquid water content, and ice content). To
obtain the solution of these equations, another relationship

is required, which is normally done by quantitatively
defining a relationship between liquid water content, ice
content, and temperature, an important aspect in frozen soil
modeling. We call this aspect the freezing-melting process
scheme in this paper. Although there are many different
parameterizations dealing with this issue, a comprehensive
analysis investigating the rationale behind these freezing-
thawing process schemes and their impact on the frozen soil
solution has not been carried out. Therefore, this paper will
present analyses and numerical sensitivity studies to exam-
ine these freezing-melting schemes’ rationales and compare
their simulation results with observational data.
[7] Obtaining the proper numerical solution is another

important aspect in frozen soil modeling. The most difficult
part of this work is to deal with a common term of ice-liquid
phase change rate, which involves a highly nonlinear
relationship between ice content, soil temperature, and
liquid water in frozen soil. Estimation of ice content in
numerical iteration, a common approach to solving frozen
soil equations, normally introduces great errors into tem-
perature and soil liquid water calculations, because of large
latent heat energy associated with the ice-liquid phase
change. This causes either difficulty in obtaining the nu-
merical solution or even a failure to reach convergence. A
comprehensive discussion of numerical methods is outside
the scope of this paper. We develop a new approach to
avoiding the estimation of ice content in the iteration
procedure. Within the introduced hierarchical framework
in this paper, we develop a new set of governing equations
for frozen soil models using the methodology of variable
transformation in which enthalpy and total water mass are
introduced. Theoretical analysis and numerical testing using
observational data indicate that this approach, in conjunc-
tion with a new effective numerical procedure, is able to
obtain proper numerical solutions without lengthy iterations
and therefore is appropriate for global climate studies.
[8] In this paper, different frozen soil models with various

complexities are categorized in section 2. Their justifications
are also discussed. On the basis of these discussions, a new
set of frozen soil schemes with enthalpy and total water mass
for governing equations is introduced. Section 3 discusses
different freezing-melting process schemes. Section 4 eval-
uates frozen soil models and frozen-melting process
schemes with observational data. Section 5 summarizes
the results. We reserve a more detailed derivation of scale
analysis for the Appendixes A and B.

2. Hierarchy of Governing Equations of Frozen
Soil Models with Different Complexities

2.1. Level 1 Model: Complicated Frozen Soil Model

[9] The most complicated frozen soil model is labeled as
a level 1 model in this paper. The equations are briefly
presented in this section and the explanations for each
symbol and their units are listed in the notation section.
[10] The change in the volumetric content of ice qi is

given by

@qi
@t
þM

�

i;v þM
�

i;l

ri
¼ 0; ð1Þ
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where subscripts i, v, and l represent ice, vapor, and liquid
water content, respectively, in this paper; M

�

represents the
moisture transfer rate between different phases, and r is
density.
[11] The change in the volumetric content of water ql is

given by

@ql
@t
þ @ul
@z
þM

�

l;v �M
�

i;l

rl
¼ 0; ð2Þ

where ul is the velocity of the liquid water flow.
[12] The change in the volumetric mass content of vapor

is given by

@qvrv
@t
�M

�

i;v �M
�

l;v ¼
@

@z
Deff

@rv
@Z

� �
; ð3Þ

where Deff denotes the effective diffusivity. The energy
equation to describe the change of temperature T is given by

@CvT

@t
� Li;l

@riqi
@t
þ Ll;v

@rvqv
@t
¼ �rlcl

@ulT

@Z
þ Ll;v

@

@Z
Deff

@rv
@Z

� �

þ @

@Z
Keff

@T

@Z

� �
;

ð4Þ

where L represents the latent heat from changes between
different phases, C is the volumetric heat capacity, and K is
the conductivity.
[13] The ul is described by Darcy’s law:

ul ¼ Kl �
@y
@Z
þ 1

� �
: ð5Þ

[14] In unsaturated frozen soil, the constitutive relation-
ship of the soil matric potential y should be a function of
both liquid water and ice content if the osmotic potential is
neglected [Kulik, 1978; Koren et al., 1999],

y ¼ y0

ql
qs

� ��b
1þ ckqið Þ2; ð6Þ

where ql is the volumetric soil liquid water content and
qs is the volumetric soil liquid water content at saturation.
The rv is related to local equilibrium vapor pressure ev in
soil,

rv ¼
ev

RvT
: ð7Þ

On the basis of the derivation using thermodynamic
equilibrium theory [Williams, 1967; Zhang et al., 2007],
the freezing point depression relation between maximum y
and T for frozen soil should be

y ¼ Li;l T � Tfð Þ
gTf

T < Tfð Þ; ð8Þ

where Tf is the freezing point of free water (273.15 K). The
qv is given by

qv ¼ qs � qi � ql: ð9Þ

[15] There are 10 unknown variables (qi, ql, qv, rv, T, ul, y ,
M
�

i,v,M
�

l,v, andM
�

i,l) but only nine equations (1)–(9). In order
to close the equations, Jordan [1991] and Zhao et al. [1997]
separately proposed additional (but different) phase change
relationships between ice, liquid, and vapor. However, these
relationships are just assumptions without any validation;
hence, their applicability is unclear. Equations (1)–(9)
together with the unspecified assumption are categorized
as the level 1 model.
[16] The level 1 model takes the coupling effect of mass

and heat transport into consideration and includes a detailed
description of mass balances of volumetric liquid water, ice,
and vapor content. It also considers contributions of heat
conduction, phase change, liquid flow, and vapor gas
diffusion to the energy balance. The establishment of the
level 1 model is based on several assumptions, and the most
important one is the assumption that within the local
averaging volume, all phases (soil particle, ice, liquid water,
and the gas mixture of water vapor and dry air) are in
thermal equilibrium [Zhao et al., 1997]. It means that all
prognostic and diagnostic variables in the model are valid
under thermal equilibrium and, accordingly, equation (8).

2.2. Level 2 Model: Medium Complexity Frozen Soil
Model

[17] Although the level 1 model is relatively complete, it
requires adding one arguable or unproven phase-transfer
relation to solve the model equations. One way to overcome
this problem is to simplify the governing equations in the
level 1 model. It is clear that equation (5) is absolutely
necessarily retained because water flow in soil (unfrozen or
frozen) is assumed to be laminar and, thus, obeys Darcy’s
law as generalized for unsaturated flow by Richards [1931].
And the constitutive relationship of the soil matric potential,
described as (6) in the level 1 model, is the important
hydrologic relationship in soil physics that cannot be
omitted. Equation (8) is based on thermodynamic equilib-
rium theory, which the model system must strictly obey.
[18] The simplification of the level 1 model, therefore,

has to be conducted through the mass and heat balance
equations of the level 1 model. Scale analysis of terms in
these equations is employed in this paper (see Appendix A
for detail). It has been found that the change in the

volumetric mass content of vapor
@qvrv
@t

� �
is about two orders

of magnitude less than that of vapor diffusion @
@z Deff

@rv
@Z

h i� �

in equation (3). Thus, after neglecting the term
@qvrv
@t

� �
, which

is 2 orders of magnitude smaller, equation (3) could be
reduced to

M
�

i;v þM
�

l;v

� �
þ @

@Z
Deff

@rv
@Z

� �
¼ 0: ð10Þ

After expanding the term of @
@Z Deff

@rv
@Z

� �
using equation (7)

and making some mathematical manipulations [Zhang,
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2004], equations (1), (2), (5), and (10) can be combined into
the following:

@ql
@t
¼� ri

rl

@qi
@t
� @

@Z
�Kl

@y
@Z
þ Kl

� �

þ 1

rl

@

@Z
DTV

@T

@Z
þ DyV

@y
@Z

� �
: ð11Þ

In (11), the terms associated with moisture transfer between
different phases have been eliminated. Similarly, after

eliminating
@qvrv
@t

� �
and using equation (7), the energy

equation (4) will become

@CvT

@t
� Li;l

@riqi
@t
¼ �rlcl

@ulT

@Z
þ Ll;v

@

@Z
DTV

@T

@Z
þ DyV

@y
@Z

� �

þ @

@Z
Keff

@T

@Z

� �
:

ð12Þ

Equations (11) and (12) together with (5), (6), and (8) are
categorized as the level 2 model, which simplifies the
level 1 model because it only consists of five equations for
five unknown variables (qi, ql, T, ul,y). It does not require the
information of M

�

i,v, M
�

l,v, and M
�

i,l and does not require any
additional assumptions. The level 2 model still takes the
coupling effect of mass and heat transport into consideration
just as the level 1 model does. The original derivation of this
type of model is based on the principles of the linear
thermodynamics of irreversible processes and includes
cross-effects such as the Ludwig-Soret effect and Dufour
effect [Mölders and Walsh, 2004].

2.3. Level 3 Model and Level 4 Model

[19] The level 2 model is simpler than the level 1 model
with regard to the number of equations and unknown
variables, but it is still too complex for climate studies.
Therefore, many simple frozen soil models have been
developed for frozen soil process studies. Currently the
most widely used frozen soil models are simplified versions
of level 2 with simplifications in different terms of the level 2
equations. For instance, the earlier models proposed by
Harlan [1973], Guymon and Luthin [1974], and Fuchs et
al. [1978] neglected the third term on the right-hand side of
equation (11), which represents the contribution of vapor
fluxes to the mass balance, and the second term on the right-
hand side of equation (12), which represents the contribu-
tion of the heat flux by vapor phase change to the energy
balance. Guymon and Luthin [1974] pointed out that the
assumption that vapor flux has negligible effects on water
transfer is valid for moist soils. Fuchs et al. [1978] calcu-
lated the contribution of the vapor phase to heat transfer and
also showed that it was insignificant. In addition, some
models neglected the first term on the right-hand side of

equation (12), which corresponds to the heat flux term due
to liquid flow [Engelmark and Svensson, 1993; Slater et al.,
1998; Cherkauer and Lettenmaier, 1999].
[20] In view of the fact that there are various models with

different simplifications and they are all widely used in
current frozen soil studies, the justifications for these
simplifications and an examination of their accuracy are

essential for land surface model development. Through this
process, it is possible to expose the simplest model which
has reasonable accuracy. In this section, we continue car-
rying out scale analysis to evaluate the order of magnitude
of each term in the level 2 model equations and to further
simplify them. Evaluation of the magnitude of flux terms in
the energy and mass balance equations is conducted under a
wide range of soil temperature, soil texture, and ice content
for six typical soil textures (sand, sandy loam, loam, silt loam,
sandy clay, and clay). The values of every term related to heat
and water fluxes in the equations of the level 2 model
category for six soil textures under different conditions have
been calculated and analyzed (see Appendix B).
[21] According to the results in Appendix B, for energy

balance, the second term on the right-hand side of
equation (12), Ll,v

@qv
@Z , which represents heat flux by vapor

phase, is very small compared to the third term representing
heat conduction flux on the right-hand side of equation (12)
and can be neglected. Even the term for heat flux by liquid
flow (the first term on the right-hand side of equation (12)) is
also very small within soil when compared with heat con-
duction and can also be neglected. Only at the soil surface
layer is the heat flux term for infiltrating water comparable to
the heat conduction term. According to the above analysis,
the heat balance equation based on (12) can be simplified to

@CvT

@t
� Li;l

@riqi
@t
¼ @

@Z
Keff

@T

@Z

� �
: ð13Þ

[22] In this paper, equations (11) and (13) together with
(6) and (8) are referred to as the level 3 model [e.g., Zhang
et al., 2007]. It consists of four equations for four unknown
variables (qi,ql, T, and y).
[23] For the mass balance equation, the third term on the

right-hand side of equation (11), 1
rl
@qv
@Z , which corresponds to

the vapor flux, only shows a small contribution when
compared with the moisture flux under most cases and,
therefore, can be neglected as done in many frozen soil
schemes [Harlan, 1973; Guymon and Luthin, 1974; Fuchs
et al., 1978; Engelmark and Svensson, 1993; Shoop and
Bigl, 1997; Slater et al., 1998; Cherkauer and Lettenmaier,
1999; Koren et al., 1999; Pauwels and Wood, 1999]. After
this simplification, the water balance equation can be
written as

@ql
@t
¼ � ri

rl

@qi
@t
� @

@Z
�Kl

@y
@Z
þ Kl

� �
: ð14Þ

Equations (14) and (13) together with (6) and (8) are
referred to as the level 4 model.
[24] The level 3 model is a mixture of the level 2 and

level 4 models because it has the same water balance
equation as in level 2 and the same energy balance equation
as in level 4. When soil is relatively dry, the moisture flux
term becomes small and the vapor flux components can be
comparable to the moisture flux term, although under
normal conditions it is small. In order to make the model
suitable for various soils at a wide range of soil temperature
and wetness, it is desirable to retain the water balance
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equation as equation (11). This issue will be further dis-
cussed in section 4.

2.4. Transformation of Model Prognostic Variables

[25] In the different level models discussed above, tem-
perature, ice, and liquid water content are applied in the
prognostic equations. As indicated in section 1, iteration
procedures are generally required to solve the highly non-
linear mass and energy balance equations in these models
[Celia et al., 1990; Hansson et al., 2004; Zhang et al.,
2007], which requires an estimate of the ice content in the
iteration procure. The estimation error in the ice content
could cause large errors in the temperature calculation or
make the solution difficult to obtain.
[26] In order to overcome this difficulty and avoid tuning

parameters, which may achieve iteration convergence but
results in parameters that vary by geographical area, the
methodology of variable transformation is applied to level 2,
level 3, and level 4 models, which leads to new schemes
referred to as level 2.5, level 3.5, and level 4.5, respectively,
in this paper. The new variables of enthalpy H (H = CvT �
Li,lriqi) and total water mass ma (ma = riqi + rlql) rather

than the temperature and separate soil liquid water and
ice content are used as the prognostic variables in the
governing equations. Here we only show the new scheme
for the level 3 model. The governing equations of level 2.5
and level 4.5 models are listed in Table 1. On the basis of
level 3, we obtain

@ma

@t
¼ �rl

@

@Z
�Kl

@y
@Z
þ Kl

� �
þ @

@Z
DTV

@T

@Z
þ DyV

@y
@Z

� �
;

ð15Þ

@H

@t
¼ @

@Z
Keff

@T

@Z

� �
: ð16Þ

Equations (15) and (16) together with (6) and (8) are referred
to as the level 3.5 model.

2.5. Summary of Models at Different Levels

[27] Table 1 lists the water and energy balance equations
for different level models and some references. The models
at every level take the soil temperature and liquid water
content as prognostic variables and are only differentiated

Table 1. Primary Equations for Models at Different Levels and Referencesa

Model Water Balance Equation Energy Balance Equation

Level 1 @ql
@t ¼ �

ri
rl
@qi
@t � @

@Z �Kl
@y
@Z þ Kl

� �
� 1

rl
@qvrv
@t �

@qv
@z

� �
Jordan [1991] (SNTHERM);

Zhao et al. [1997]

@CvT
@t � Lil

@riqi
@t ¼ �rlcl

@ulT
@Z þ Llv

@qvrv
@t þ

@qv
@z

� �
þ @

@Z Keff
@T
@Z

� 	
Flerchinger and Saxton [1989];
Jordan [1991] (SNTHERM);

Zhao et al. [1997]
Level 2 @ql

@t ¼ �
ri
rl
@qi
@t � @

@Z �Kl
@y
@Z þ Kl

� �
þ 1

rl
@qv
@Z

Flerchinger and Saxton [1989];
Jansson and Karlberg [2001] (COUP)

Zhang et al. [2007]

@CvT
@t � Lil

@riqi
@t ¼ �rlcl

@ulT
@Z þ Llv

@qv
@z þ @

@Z Keff
@T
@Z

� 	
Jansson and Karlberg [2001] (COUP)

Level 2.5 @ma

@t ¼ �rl @@Z �Kl
@y
@Z þ Kl

� �
þ @qv

@Z

Li [2008]

@H
@t ¼ @

@Z Keff
@T
@Z

� 	
� rlcl

@ulT
@Z þ Ll;v

@qv
@Z

Li [2008]
Level 3 @ql

@t ¼ �
ri
rl
@qi
@t � @

@Z �Kl
@y
@Z þ Kl

� �
þ 1

rl
@qv
@Z

Flerchinger and Saxton [1989];
Zhang et al. [2007]

@CvT
@t � Lil

@riqi
@t ¼ @

@Z Keff
@T
@Z

� 	
Jame and Norum [1980];

Engelmark and Svensson [1993];
Romanovsky et al. [1997];

Slater and Pitman [1998] (BASE);
Koren et al. [1999] (LSM);

Cherkauer and Lettenmaier [1999];
Takata and Kimoto [2000];

Smirnova et al. [2000] (MAPS);
Warrach et al. [2001] (SEWAB);

Ling and Zhang [2004];
Niu and Yang [2006] (CLM2.0);

Zhang et al. [2007]
Level 3.5 @ma

@t ¼ �rl @@Z �Kl
@y
@Z þ Kl

� �
þ @qv

@Z

Li [2008]

@H
@t ¼ @

@Z Keff
@T
@Z

� 	
Li [2008]

Level 4 @ql
@t ¼ �

ri
rl
@qi
@t � @

@Z �Kl
@y
@Z þ Kl

� �
Cary and Mayland [1972];

Harlan [1973];
Guymon and Luthin [1974];

Fuchs [1978];
Jame and Norum [1980];

Shoop and Bigl [1997] (FROSTB);
Slater and Pitman [1998] (BASE);

Pauwels and Wood [1999];
Cherkauer and Lettenmaier [1999];

Cox et al. [2000]

@CvT
@t � Lil

@riqi
@t ¼ @

@Z Keff
@T
@Z

� 	
Same as references in the level 3 model

Level 4.5 @ma

@t ¼ �rl @
@Z �Kl

@y
@Z þ Kl

� �
Li [2008]

@H
@t ¼ @

@Z Keff
@T
@Z

� 	
Li [2008]

aIn the table, @qv@Z means vapor flux and is equal to @
@Z DTV

@T
@Z þ DyV

@y
@Z

� �
in the paper.
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by certain processes being considered or disregarded in the
governing equations. In the governing equations of level
2.5, level 3.5, and level 4.5 models, the term for the ice-liquid
phase change rate (@qi@t ) which is explicitly used in level 1
through level 4 models, has been incorporated into the new
prognostic variables H and ma. A more efficient numerical
scheme for those models has been designed [Li, 2008].

3. Different Methods for Dealing With the
Freezing-Melting Process

[28] As indicated in section 1, there are two prognostic
governing equations but three unknown variables (liquid
water content ql, ice content qi, and temperature T) in most
currently popular frozen soil models. It is necessary to
introduce a freezing-melting process scheme in the frozen
soil parameterization that quantitatively defines the relation
between ql, qi,, and T. In this section, we present four
commonly used schemes in frozen soil modeling, and the
impact of these different schemes on simulation results will
be discussed in section 4.3.
[29] In the early development of land surface modeling,

the freezing-melting process was considered as occurring at
Tf (= 273.15 K) [e.g., Sellers et al., 1986; Xue et al., 1996].
Because of its simplicity and convenience in calculating
three unknown variables in the frozen soil model, it has had
wide application [e.g., Slater et al., 1998, Takata and
Kimoto, 2000; Dai et al., 2003]. Because of its oversim-
plicity, Dickinson et al. [1993] considered the freezing-
melting process to occur in a range between Tf and some
temperature below Tf. The above two methods are based on
some empirical evidence and are referred to as method 1
and method 2 in this paper.
[30] When more data are available, different empirical

functions regarding temperature and unfrozen liquid water
content or ice content are proposed on the basis of these
data for different soil textures [Pauwels and Wood, 1999; Xu
et al., 2001; Decker and Zeng, 2006], and this is referred to
as method 3 here. In this method, unfrozen soil water
coexists with ice when soil temperature is much below Tf,
which is in accord with observations.
[31] Another method, referred to as method 4, has recent-

ly been developed on the basis of the freezing-point
depression equation (such as equation (8) in this paper).
Since this equation employs the matric potential, a soil
matric potential equation (such as equation (6)) that defines
the relation of the matric potential with volumetric liquid
water and ice content is also introduced. This method has
been widely applied for frozen soil research [e.g., Cherkauer
and Lettenmaier, 1999; Cox et al. 2000; Koren et al., 1999;
Smirnova et al., 2000; Warrach et al., 2001; Mölders and
Walsh, 2004; Niu and Yang, 2006] and is employed in this
paper with level 1 through level 4 models. In this method,
the freezing-melting process is deemed to be continuous
with no fixed freezing point.
[32] A freezing-melting process equation can be derived

from equations (8) and (6) based on method 4 [Zhao and
Gray, 1997], i.e.,

ql ¼ qs �
Li;l � ðT � Tf Þ

gyoTf
1þ ckqið Þ�2

� ��1=b

T < Tfð Þ: ð17Þ

[33] Equation (17) reveals three important facts. First,
liquid water will always exist in unsaturated frozen soil no
matter how low the soil temperature is; that is, there is no
fixed point or range of freezing temperature where soil
liquid water will be frozen completely. Second, assuming
that the volumetric content of ice qi equals zero, the amount
of ql calculated from equation (6) is the soil’s capacity for
holding liquid water that will not freeze at a temperature T
below 0�C. It means that liquid water in soil with temper-
ature T will freeze only when the volumetric liquid water
content ql is greater than the holding capacity. Third, owing
to different y0 and qs for different soil textures, there are
different maximum holding capacities of liquid water for
different soil textures. All of these details are consistent with
observations.
[34] Please note that the models from level 1 to level 4

using method 4, which includes equation (8), are closed; that
is, the number of unknown variables is equal to the number of
equations. Any new relationship (i.e., other than method 4)
that is added to the models should be able to reasonably
replace the freezing-point depression equation (equation (8))
and/or soil matric potential equation (equation (6)) or, at
least, should be able to be derived from these two equations.
We will discuss this further in section 4.3.

4. Testing Models and Freezing-Melting Process
Schemes

[35] Since a comprehensive evaluation of frozen soil
models is outside the scope of this paper, we only conducted
preliminary tests for frozen soil models at the different
levels with three observational data sets, in order to conduct
some basic evaluations. The level 1 model is too compli-
cated to be used in long-term climate simulations and is not
evaluated in this paper.
[36] In the experiments, the surface fluxes and energy

balance are calculated using the similar parameterizations as
discussed by Sun et al. [1999] for every model. The models
with different levels use the same hydraulic and thermal
parameters, e.g., soil hydraulic conductivity and soil ther-
mal conductivity. There are 17 layers in each frozen soil
model. The thickness of the top soil layer is 2 cm and the
bottom layer is set at a depth of 6 m. The top 60 cm soil
layers are set with high vertical resolution, and the deep soil
layers are set with coarse resolution. All soil parameters at
different model levels are the same for each test site. As
discussed earlier, models of different levels are different
because of the terms included in the governing equations.

4.1. Field Data for Testing

[37] Three data sets from the GEWEX Asia Monsoon
Experiment (GAME)/Tibet D66 site, the Tibet D105 site,
and the Rosemount Station from the University of Minne-
sota are used to evaluate level 2 through level 4.5 model
performance and to assess freezing-melting process
schemes.
4.1.1. GAME/Tibet D66 Data
[38] The D66 site is located in the northern part of the

Tibetan Plateau (35�310N, 93�470E, 4560 m elevation). The
soil at this site is in a permafrost state with inhomogeneous
texture in the vertical direction, and its type is sandy loam.
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The site is flat with unusually sparse grassland. Soil water
content was measured hourly with time domain reflectom-
etry (TDR) at six depths: 4, 20, 60, 100, 160, and 225 cm.
Soil temperature was measured hourly with 10 platinum (Pt)
ground temperature probes at 10 depths: 4, 20, 40, 60, 80,
100, 130, 160, 200, and 263 cm, with ground surface
temperature measured by the Infrared Radiation Thermom-
eter. An automatic weather station measured meteorological
data including downward solar radiation flux, air tempera-
ture, pressure, relative humidity, and wind speed. The model
simulation is performed for 1 October to 1 November 1997
when the soil was frozen but had no overlying snow cover.
4.1.2. Tibet D105 Data
[39] The D105 site (33.07�N, 91.94�E, 5020 m elevation)

is located on the north slope of the Tanggula Mountains,
near the 105 Management Station (Daoban) of the Qinghai-
Xizang (Tibetan) Highway. It is in the permafrost region
and the soil type is mostly silt. Soil temperature was
measured hourly with Pt ground temperature probes at four
depths: 4, 10, 20, and 40 cm. An automatic weather station
measured meteorological data including downward solar
radiation flux, upward shortwave radiation flux, downward
and upward longwave radiation flux, air temperature, pres-
sure, relative humidity, and wind speed. The model simu-
lation is performed for the period from 1 November 2000 to
31 May 2001, when the soil experienced freezing and
thawing.
4.1.3. Rosemount Field Experiment Data
[40] The Rosemount Station is located approximately 25

km south of Saint Paul, Minnesota (44�430N, 93�050W, 290
m elevation), and the site is in a relatively flat field. The soil
at Rosemount is a Waukegan silt loam [Spaans and Baker,
1996]. The soil liquid water content and temperature were
measured with an automated, multiplexed TDR system and
precision-calibrated thermistors, respectively, at eight
depths: 5, 10, 16, 20, 31, 48, 65, and 100 cm [Baker and
Allmaras, 1990]. Available meteorological data, including
incoming and reflected solar radiation, incoming and out-
going long-wave radiation, air temperature, relative humid-
ity, barometric pressure, wind speed, and precipitation, were
measured at a 30 min interval. Seasonal freezing occurs in
winter and thawing occurs in spring.

4.2. Evaluation of Frozen Soil Models at Different
Levels

[41] The D66 data, Rosemount data, and D105 data are
used to drive different level models, and results are com-
pared with those observations. The first two data sets last
about 2 months when no snow cover exists; the D105 data
set covers half a year. The results produced by different
level models, especially level 2.5 and level 3.5, are gener-
ally in good agreement with observational data sets in both
magnitude and variability. Figures 1 and 2 show the results
obtained by using the level 3.5 model for the D66 site and
the D105 site, respectively. For conciseness, we only show
results from the level 3.5 model. The results from other
levels are similar. It can be found that even while Figure 1
shows good performance of the level 3.5 model, the
simulated soil temperature at 4 and 20 cm are lower than
observation. This difference is probably induced by the
improper thermal conductivity in the model. In fact, the
vertical heterogeneity of soil texture at site D66 is obvious.

When soil freezes the existence of soil ice changes the
thermal conductivity greatly, which enhances the heteroge-
neity and the difficulty of parameterizing it. As for the
difference of soil liquid water content between the simula-
tion and observations, it can also be related to the vertical
heterogeneity of hydraulic conductivity.
[42] To quantitatively assess the performance of these

models, statistical analyses on results from level 2 through
level 4.5 models are conducted. The root mean square error
(RMSE), which is a measure of nonsystematic error, and the
mean bias error (MBE), which provides a measure of
systematic error [Halliwell and Rouse, 1989], are used to
compare the performance of the models:

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1
½Pi � Oi�2

N

vuuut
MBE ¼

PN
i¼1

Pi � Oij j

N
;

where P is predicted value, O is observed value, and N is
number of samples.
[43] Table 2a enumerates the MBE as well as the RMSE

of daily mean temperature between simulations of models at
different levels and the observational data over 7 months at
the D105 site. The statistics for the soil temperature and
volumetric soil water content over 2 months at the D66 site
are listed in Table 2b. The results in Tables 2a and 2b show
that level 2.5, level 3.5, and level 4.5 models have consis-
tently better performance in simulating temperature and soil
liquid water content than the corresponding level 2, level 3,
and level 4 models, regardless of the soil depths. Simulation
differences between the level 2.5 (or 3.5 or 4.5) model and
the level 2 (or 3 or 4) model are much larger than those
between different level models (such as between level 3.5
and level 4.5), indicating that the adequate treatment of
mass and thermal equations in the frozen soil model is
crucially important. Model performance at the Rosemount
site is very similar and therefore is not listed.
[44] There is a little difference in the simulation of soil

temperature among different level models at the D105 site,
which may be caused by not taking snow processes into
account (Figure 2). We will improve this feature through
further study. Correlation coefficients of soil temperature
between simulation and observation at different depths at
the D105 site are around 0.6 after removing monthly means.
At the D66 site, the simulation differences between level 2
and level 3 models or between level 2.5 and level 3.5
models are small. However, the level 2 (or 2.5) and level 3
(or 3.5) models consistently show better performance than
the level 4 (or 4.5) model at the top soil surface. The RMSE
of temperature with the level 4.5 model is greater than that
of the level 3.5 model by 0.26�C and the difference between
the RMSEs of volumetric soil liquid water content can reach
0.02 m3/m3.
[45] To understand the cause for this improvement, vol-

umetric soil liquid water contents at 4 cm simulated by the
level 3.5 model and the level 4.5 model at the D66 site from
1 September to 1 November 1997 are compared to each
other (Figure 3a). Since the level 3.5 model’s simulation is
very close to observations (Figures 1c and 1d), Figure 3a
indicates that the level 4.5 model produces a systematic
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Figure 1. Comparison of observations (dashed lines) and level 3.5 model simulation (solid lines) at the
D66 site. (a) Soil temperature (�C) at 4 cm, (b) soil temperature (�C) at 20 cm, (c) volumetric soil liquid
water content at 4 cm, and (d) volumetric soil liquid water content at 20 cm.
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Figure 2. Soil temperature (�C) from the level 3.5 model simulation (solid lines) and observations
(dashed lines) at different depths at the D105 site.
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bias. During this time period, the soil water experiences
unfreezing and freezing (Figure 1). Soil begins freezing at 4
cm on 13 September (Figure 3b) and at 1 cm on 8 October
(not shown). After 13 September, the difference in the
volumetric soil liquid water content at 4 cm starts to appear
and remains during the daytime but disappears at night. The
difference in the volumetric soil ice content at 4 cm,
however, appears at night but disappears during the daytime
(Figure 3b). The difference between the level 3 (or 3.5)
model and the level 4 (or 4.5) model is attributed to the
inclusion of the contribution of vapor transport to the water
balance equation in the level 3 (or 3.5) model (equation (11))
as opposed to the level 4 (or 4.5) model. We calculate every
component in the vertical water flux to check the contribution
of vapor transport during this process.
[46] Figure 4 shows the magnitudes and variations of

different vertical flux components composing the total water
flux for the periods 15–16 September and 14–15 October.
Figures 4a and 4b, which represent the situation during
daytime and night before the precipitation event on 8 October
1997, show that the contribution of the vapor flux is much
higher than that of the liquid flux. Especially, the contribu-
tion of vapor transport (QMV) caused by the soil matric
potential gradient between the 1 cm layer and the 4 cm
layer dominates the total water flux at the interface of the
two top soil layers. During the daytime, upward flux due to
QMVat 4 cm is so large that the water content simulated by
the level 3.5 model at 4 cm is lower than that simulated by
the level 4.5 model (Figure 3a), in which QMV has been
omitted from the water balance equation. At night, the soil
liquid water begins freezing. However, the maximum liquid
water content in the soil is limited by equation (8) while
freezing. That is why at night the volumetric liquid water
contents at 4 cm simulated by the level 4.5 and level 3.5
models are close to each other (Figure 3a). More liquid

water produced by the level 4.5 model during the daytime,
along with the relatively large contribution of QMV to the
total water flux at night (Figure 4b), leads to more ice at
night (Figure 3b). This QMV effect produces a clear
decreasing trend of the total water content, and a difference
in the total water content between the level 4.5 and level 3.5
simulations reaches a maximum before the precipitation
event on 8 October 1997,

ql max ¼ qs �
Li;l � ðT � Tf Þ

gyoTf

� ��1=b
T < Tfð Þ: ð18Þ

[47] After precipitation, the total soil water content
increases in the simulations of both models but the differ-
ence in the liquid water content between the two model
simulations stays the same as before the precipitation. This
is because the contribution of QMV becomes smaller owing
to a dramatically reduced soil matric potential gradient at
the soil surface (Figures 4c and 4d). In addition, although
another component of vapor flux caused by the temperature
gradient (QTV) becomes dominant in the total flux at the
top soil layer, QTV (Figures 4c and 4d) is 1 order of
magnitude smaller than QMV in September (Figures 4a
and 4b) and cannot make a real contribution to the total
water flux.
[48] At the D105 site, the forcing data (and the integra-

tion) start after freezing, and no such difference as observed
at the D66 site during the melting and freezing period is
found. The contribution of the gradient between the soil
matric potentials should be further evaluated with long-term
simulations and under snow conditions with more sites from
different climate conditions. Nevertheless, this D66 case
indicates that the term representing vapor transport should

Table 2a. RMSE and MBE of Simulations by Models at Different

Levels at the D105 Site

Model Tibet/D105

Temperature (�C)

MBE RMSE

Level 2 4 cm 4.030 4.813
10 cm 4.332 4.987
20 cm 4.082 4.686
40 cm 3.778 4.126

Level 2.5 4 cm 2.280 2.846
10 cm 1.529 2.115
20 cm 1.066 1.571
40 cm 1.260 1.586

Level 3 4 cm 4.027 4.811
10 cm 4.331 4.985
20 cm 4.088 4.690
40 cm 3.801 4.147

Level 3.5 4 cm 2.321 2.809
10 cm 1.623 2.147
20 cm 1.216 1.648
40 cm 1.524 1.769

Level 4 4 cm 4.026 4.810
10 cm 4.332 4.985
20 cm 4.090 4.693
40 cm 3.803 4.149

Level 4.5 4 cm 2.408 2.886
10 cm 1.653 2.173
20 cm 1.215 1.653
40 cm 1.471 1.705

Table 2b. RMSE and MBE of Simulations by Models at Different

Levels at the D66 Site

Model Tibet/D66

Temperature
(�C)

Liquid Water
Content (m3/m3)

MBE RMSE MBE RMSE

Level 2 4 cm 1.10 1.44 0.011 0.014
20 cm 0.75 0.89 0.004 0.006
60 cm 0.45 0.50 0.008 0.010
100 cm 0.26 0.30 0.004 0.004

Level 2.5 4 cm 1.04 1.35 0.013 0.016
20 cm 0.46 0.59 0.007 0.009
60 cm 0.25 0.29 0.008 0.011
100 cm 0.13 0.16 0.004 0.004

Level 3 4 cm 1.10 1.43 0.011 0.014
20 cm 0.74 0.88 0.004 0.006
60 cm 0.44 0.49 0.008 0.010
100 cm 0.25 0.29 0.004 0.004

Level 3.5 4 cm 1.02 1.32 0.014 0.016
20 cm 0.44 0.56 0.008 0.009
60 cm 0.22 0.27 0.008 0.011
100 cm 0.12 0.14 0.004 0.004

Level 4 4 cm 1.37 1.81 0.044 0.050
20 cm 0.65 0.79 0.005 0.006
60 cm 0.37 0.42 0.008 0.011
100 cm 0.19 0.23 0.004 0.004

Level 4.5 4 cm 1.20 1.58 0.032 0.036
20 cm 0.47 0.59 0.007 0.008
60 cm 0.23 0.27 0.008 0.011
100 cm 0.19 0.15 0.004 0.004
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be kept in the frozen soil model for applications over
broader climate conditions.

4.3. Sensitivity of Frozen Soil Process Simulations to
Freezing-Melting Process Parameterizations

[49] In order to demonstrate the impact of freezing-
melting process parameterizations on the simulations of
the distributions of temperature and liquid water in soil
and latent and sensible heat fluxes, three sensitivity studies
with two very different parameterizations have been con-
ducted: one assumes a fixed freezing point and the other is
based on a thermal equilibrium assumption in frozen soil.
For the fixed freezing point, two cases are examined. The
first case, referred to as scheme A, assumes that the freezing
point is 0�C; that is, soil liquid content is set to complete
freezing at 0�C. The second case, referred to as scheme B,
assumes that the freezing point is at �2�C. If a freezing-
melting process parameterization has a freezing range
between 0� and �2�C, the results should be between those
in schemes A and B. Another case, based on a thermal
equilibrium assumption, referred to as scheme C, applies
method 4 in section 3. Please note that method 1 presented
in section 3 is equivalent to scheme A. The results from
method 2 in section 3 should be between the results
obtained using schemes A and B. On the basis of the

performances of models at different levels discussed in
section 4.2, the level 3.5 model was chosen to conduct
the sensitivity study.
[50] The numerical sensitivity study for these three schemes

uses the D66 site and Rosemount site data sets described
above. Since the conclusions with the two data sets are similar,
only the numerical results from the Rosemount Station data
are discussed in this paper. The effects of different freezing-
melting schemes on the results are more evident during the
period of soil freezing and melting, so we only select the time
period from 1 November to 5 November 1996 to clearly
demonstrate the impact of freezing-melting parameterization
on frozen soil process simulation.
[51] Figures 5 and 6 display the comparisons of simulated

temperature, volumetric liquid water content, sensible heat
fluxes, and latent heat fluxes at the soil surface layer
between schemes A and C and between B and C, respec-
tively. For scheme A, when the soil surface temperature
decreases to 0�C, the soil begins to freeze and the temper-
ature remains at 0�C until all liquid water becomes ice
(Figure 5a). Afterward, there is no liquid water content as
long as the soil temperature is below 0�C (Figure 5b). Many
results from laboratory experiments or field observations
[e.g., Beskow, 1935] have indicated that this is not in accord

Figure 3. Comparison of simulated (a) volumetric soil liquid water content and (b) volumetric soil ice
content at 4 cm between the level 3.5 model (solid line) and the level 4.5 model (dashed line) at the D66
site.
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with what is actually happening in frozen soil in most cases.
For scheme C, soil liquid water does not start to freeze at
0�C and the soil temperature gradually reduces and passes
through 0�C (Figure 5a). Compared to scheme A, scheme C
has a much shorter time period with temperature at 0�C.
Furthermore, with scheme C, liquid water begins to freeze
at some temperature below 0�C and the freezing process
proceeds gradually. Liquid water content never vanishes,
which leads to more liquid water content and less ice
content calculated from scheme C in soil than from scheme
A (Figure 5b). All these details are consistent with obser-
vations. Because of the difference in temperature and liquid
water content between the two schemes, the sensible and
latent heat fluxes between the two schemes are also quite
different (Figures 5c and 5d). Large differences occur
during the daytime. The results from scheme B (Figure 6)
are similar to the result from scheme A (Figure 5), except
that the frozen temperature is at �2�C. In addition, we
calculated the differences of simulated mean and maximum
heat fluxes as well as the root-mean-squared difference

between schemes A and C and between schemes B and C.
The maximal differences in sensible heat fluxes are quite
substantial and can reach 189 W/m2 between schemes A and
C and 123 W/m2 between schemes B and C. As for the latent
heat flux, the maximal differences between schemes A and C
and between schemes B and C are 69 and 49 W/m2,
respectively. The substantial difference between sensible
and latent fluxes simulated by schemes A, B, and C has
important implications for frozen soil or cold season climate
interaction studies.
[52] The results in this section indicate that results from

methods 1 and 2 are inconsistent with the observational
facts, which limits the application of these methods in spite
of their simplicity and convenience in computation in the
frozen soil model. Method 4 is more applicable under a
wide range of conditions. Its superior performance is
consistent with soil physical principles.
[53] From the viewpoint of soil physics, all phases in the

frozen soil system are under the assumption of thermal
equilibrium [Zhao et al., 1997]. The freezing-point depres-

Figure 4. Simulated vertical water fluxes (10�9 m/s) at the D66 site by the level 3.5 model (a) at
1600 local time (LT), 15 September 1997, (b) at 0000 LT, 16 September 1997, (c) at 1700 LT, 14 October
1997, and (d) at 0000 LT, 15 October 1997. QTV and QMV: the fluxes due to vapor transport caused by
the temperature gradient and soil matric potential, respectively; QL: liquid water flux.
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Figure 5. Comparison of (a) soil surface temperature (�C), (b) volumetric liquid water content,
(c) sensible heat flux (w/m2), and (d) latent heat flux (w/m2) at the soil surface simulated by scheme A
(dashed lines) and scheme C (solid lines) at the Rosemount Station.
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Figure 6. Comparison of (a) soil surface temperature (�C), (b) volumetric liquid water content,
(c) sensible heat flux (w/m2), and (d) latent heat flux (w/m2) at the soil surface simulated by scheme B
(dashed lines) and scheme C (solid lines) at the Rosemount Station.
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sion relation such as depicted in equation (8) is derived from
that assumption and has been widely used by the soil
physics community. It is a basic relation and needs to be
followed if the equilibrium assumption is accepted. In fact,
so far, most research work in the soil physics field is based
on the thermodynamic equilibrium assumption because the
knowledge required to deal with the nonequilibrium ther-
modynamic problem in frozen soil is very limited. There-
fore, if we consider the empirical freezing-melting process
relationship, such as by using method (3), as an independent
one, it means that we must rederive the soil matric potential
relation (equation 6) from the freezing point depression
relationship (equation 8) and the empirical freezing-melting
process relationship. However, the relationship of hydraulic
characteristics presented in equation (6) is an intrinsic
constitutive one for unsaturated unfrozen and frozen soil
physics and has been used in soil physics for a long time.
Even though equation (6) cannot be derived from a theo-
retical base, this semiempirical relation was built on a
physical base and created with a large amount of available
data for different soil textures and has been widely acknowl-
edged by the soil physics community as an acceptable and
useful relation. Therefore, we believe that method 4 is more
justified than the other three schemes.
[54] We did not test method 3 because a quite different

numerical scheme would have to be designed. Most analyses
of method 3 seem to perform very well with the validation
data. However, they are empirical relations based on only
limited data available from laboratory or field measurements.
Caution must be taken when extending their application to a
much larger scale or an area without validation.

5. Conclusions and Discussion

[55] In this paper, models at different levels associated
with different complexities in the governing equations are
presented. We derive equations at different levels hierarchi-
cally based on scale analysis and discuss the rationality for
the simplification of the models of different levels. In this
paper, level 1, level 2, level 3, and level 4 models represent
decreasing complexity in the governing equations. The
complexity and one unproven assumption in the level 1
model limit its applicability in the study of frozen soil, even
though a detailed description of all processes is included.
Preliminary evaluations of the performance of the different
level models are conducted with three observational data
sets. In order to deal with the phase change between liquid
and ice more efficiently, we propose a variable transforma-
tion approach introducing enthalpy and total water mass in
the prognostic equations as substitutes for temperature and
liquid water content in level 2, level 3, and level 4 models.
We refer to these new models as level 2.5, level 3.5, and
level 4.5, respectively. Comparisons of simulated results
with observational data show that simulation results from
the level 2.5, level 3.5, and level 4.5 models are consistently
better than those from the level 2, level 3, and level 4
models, respectively.
[56] In our limited testing, simulated soil temperature by

different level models shows good agreement with obser-
vational data at the D105 site, with a correlation coefficient
of about 0.6. However, there are some disagreements from

April to May 2001 with thawing snow that need to be
further investigated with a coupled snow model. At the D66
site, level 2 (or 2.5), level 3 (or 3.5), and level 4 (or 4.5)
models produce similar accuracy except at the top soil layer.
We attribute this difference to the inclusion of vapor
transport due to the matric potential in level 2 (or 2.5)
and level 3 (or 3.5) models, which forces these models to
have a different frozen or melting cycle compared to the
level 4 (or 4.5) model.
[57] Furthermore, the rationale for using different freez-

ing-melting process schemes is discussed. Observations and
simulation results indicate that the earlier closure methods
(methods 1 and 2) are generally unrealistic. Method 3 can
produce good performance when an appropriate empirical
relationship between soil temperature and unfrozen soil
water or ice content is chosen. But its validity relies on
the observational data that are used to derive the empirical
relation. This paper has shown that the model derived from
the freezing-point depression equation and soil matric
potential equation is supported by both thermodynamic
equilibrium theory and the simulation results and is suitable
for climate studies. Recently, there has been increasing
awareness of the important role of soil macropores in
controlling hydraulic and thermal processes in frozen soil.
The soil in the real world may contain particles of different
sizes and thus may form micropores, mesopores, and/or
macropores. Fine soil particles (or micropores) exert the
most capillary forces to adsorb liquid water in frozen soil,
while structured or aggregated soil (with macropores) does
not. Method 4 may result in more liquid water in frozen soil
and require iterations to solve for the liquid water content.
In some sites in Alaska, there was not much liquid water in
frozen soil because of large soil particles. Since this study
only tests models and schemes with very limited data,
further investigation with more available data, including
snow cover conditions, is necessary.

Appendix A

[58] Equation (3) is examined to simplify the level 1
model. In the equation, the order of magnitude of the first
term on the left-hand side can be estimated as follows:
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@T

� �
� O @T

@t

� �
ðA1Þ

and the order of magnitude of the term on the right-hand
side is

O
@

@Z
Deff

@rv
@Z

� �� �
¼ OðDeff Þ � O

@

@Z

@rv
@Z

� �� �

¼ OðDeff Þ � O
@

@Z

@rv
@T

@T

@Z

� �� �

¼ qv �
DV

t
O

@rv
@T

� �
� O @

@Z

@T

@Z

� �� ��

þ O
@

@Z

@rv
@T

� �� �
� O @T

@Z

� ��
; ðA2Þ

where O denotes the order of terms and Deff = qv
tDv

represents the vapor effective diffusivity constant.
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[59] Because the value of the second term on the right-
hand side in (A2) is very small due to the small vertical
variation of

@rv
@T , the ratio R of (A1) to (A2) is

R ¼ qvO
@rv
@T

� �
O
@T

@t

� �

qv

DV

t
O
@rv
@T

� �
� O @2T

@Z2

� �

¼ O
@T

@t

� �

DV

t
� O @2T

@Z2

� �
: ðA3Þ

For the diurnal change of temperature around the soil surface,
the characteristic length scale (Ld) estimated on the basis of
molecular conduction theory is about 0.1 m [Robinson and
Henderson-Sellers, 1999]. The terms in (A3) are

O
@T

@t

� �
� O

DT

tdiurnal
¼ DT

86; 400 s

� �
� O

DT � 10�5
s

� �

DV

t
� O @2T

@Z2

� �
� O

DT

L2d

� �
� DV

t
� O

DT

0:1m � 0:1m � 4� 10�5 m=s

� �

� O DT � 4� 10�3=s
� �

;

where (DV = 2 � 10�5 m2/s) and t = O(0.5). Thus, R has an
order of magnitude of 10�2.
[60] Similarly, the annual temperature wave has damping

depth La = 4 m [Robinson and Henderson-Sellers, 1999]
and tannual = 86,400 � 365 s, and then

O
@T

@t

� �
� O

DT

86; 400� 365 s

� �
� O

DT � 10�8
s

� �
;

DV

t
� O @2T

@Z2

� �
� O

DT

4m � 4m

� �
� DV

t
� O

DT

4m � 4m � 4� 10�5 m2=s

� �

� O DT � 10�6=s
� �

:

It is clear that R also equals 10�2 when considering
the annual change of temperature in soil. Therefore, the
term (A2) can be eliminated in equation (3).

Appendix B

[61] Scale analysis of the order of magnitude of various
flux terms in the energy and mass balance equations in the
level 2 model (equations (11) and (12)) is carried out and
discussed in this section.

[62] In the mass and heat balance equations of the level 2
model, there are six items related to the water and heat
fluxes. They are

QL ¼ �Kl

@y
@Z
þ Kl; QMV ¼ �DyV

@y
@Z

; QTV ¼ �DTV

@T

@Z
;

QHconduct ¼ �Keff

@T

@Z
; QHconvect ¼ rlclTKl 1� @y

@Z

� �
;

and QHvapor ¼ � Ll;vDyV
@y
@Z
þ Ll;vDTV

@T

@Z

� �
;

where QL, QMV, and QTV are the liquid flux and vapor
diffusion fluxes in the mass balance equation (equation (11))
and QHconduct, QHconvect, and QHvapor are the heat fluxes
due to thermal conductivity (the third term on the right-hand
side in equation (12)), the heat flux due to liquid movement
(the first term on the right-hand side in equation (12)), and
the heat flux from energy released or absorbed by the phase
change of vapor (the second term on the right-hand side in
equation (2.4)), respectively. The importance of these terms
in the equations is determined by the relative magnitudes of
Kl, DTV/rl, DyV/rl, Keff, Ll,VDyV, Ll,vDTV, and rlclKlT

together with the ratio of @T@Z to
@y
@Z . The values of these terms

for six soil textures (sand, sandy loam, loam, silt loam,
sandy clay, and clay) with different soil liquid water
contents and different temperatures have been calculated
and analyzed. Tables B1 and B2 show results for clay and
sand soil as representative examples.
[63] In Tables B1 and B2, the order of magnitude of @y

@Z

and @T
@Z are estimated as follows. The magnitude order of @T@Z

in diurnal variation is about O (10�C/0.1 m = 100�C/m).

The magnitude order of @y@Z varies with soil textures and soil
liquid water content and can be estimated by the order of

magnitude of @y
@ql

and @ql
@Z (@y@Z = @y

@ql
� @ql@Z). O @y

@ql

� �
can be

estimated from the relationship of y � ql expressed in
equation (6) and O @ql

@Z

� 	
= O(0.1/0.1 m = 1/1 m) is

considered as a reasonable and realistic estimation [Sun et
al., 2003] So there is the following relationship:

O
@y
@Z

� �
¼ O

@y
@ql
� @ql
@Z

� �
¼ O

@y
@ql

� �
Oð1=mÞ:

Table B1. Values of Items in Governing Equations with Different Volumetric Liquid Water Content, Ice Content, and Soil Temperature

for Claya

�l
(m3/m3)

�i
(m3/m3) Kl (m/s)

DTV/rl
(m2/K/s)

DyV/rl
(m/s)

Keff

(J/K/m/s)
LlvDyV

(J/m2/s)
LlvDTV

(J/m/K/s)
rlclKlT
(J/m2/s)

@y
@Z

T = �2.069�C 0.15 0 1.20E–19 3.40E–14 3.10E–17 9.60E–01 7.80E–08 8.40E–05 �1.10E–12 1.80E+07
0.25 0 7.60E–14 9.10E–13 1.00E–15 1.30E+00 2.50E–06 2.30E–03 �6.60E–07 3.00E+04
0.3 0.1 2.80E–13 3.30E–13 0.00E+00 1.80E+00 0.00E+00 8.30E–04 �2.40E–06 9.90E+03
0.309 0.14 1.50E–13 9.50E–14 0.00E+00 2.00E+00 0.00E+00 2.40E–04 �1.30E–06 9.60E+03

T = �10.281�C 0.15 0 1.20E–19 1.70E–14 1.50E–17 9.60E–01 3.70E–08 4.10E–05 �5.30E–12 1.80E+07
0.25 0.05 1.40E–14 4.20E–13 0.00E+00 1.30E+00 0.00E+00 1.10E–03 �5.80E–07 5.90E+04
0.261 0.1 7.50E–15 2.70E–13 0.00E+00 1.60E+00 0.00E+00 6.70E–04 �3.20E–07 5.70E+04
0.27 0.15 3.30E–15 1.20E–13 0.00E+00 2.00E+00 0.00E+00 3.00E–04 �1.40E–07 5.50E+04

T = �20.72�C 0.15 0 1.20E–19 6.30E–15 5.30E–18 9.60E–01 1.30E–08 1.60E–05 �1.10E–11 1.80E+07
0.238 0.062 2.50E–15 1.70E–13 0.00E+00 1.30E+00 0.00E+00 4.20E–04 �2.10E–07 1.30E+05
0.246 0.1 1.50E–15 1.20E–13 0.00E+00 1.60E+00 0.00E+00 3.10E–04 �1.30E–07 1.20E+05
0.254 0.15 6.80E–16 6.40E–14 0.00E+00 1.90E+00 0.00E+00 1.60E–04 �5.90E–08 1.20E+05

T = �25.388�C 0.15 0 1.20E–19 3.90E–15 3.30E–18 9.60E–01 8.20E–09 9.90E–06 �1.30E–11 1.80E+07
0.233 0.06 1.60E–15 1.10E–13 0.00E+00 1.30E+00 0.00E+00 2.90E–04 �1.70E–07 1.60E+05
0.25 0.15 4.30E–16 4.50E–14 0.00E+00 1.90E+00 0.00E+00 1.10E–04 �4.50E–08 1.50E+05

aUnits of measure: volumetric liquid water content, m3/m3; ice content, m3/m3; and soil temperature, �C.
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[64] The typical values of @y
@ql

and @y
@Z with different soil

liquid water contents for clay and sand are shown in Tables B1
and B2, respectively.
[65] It can be found that in the energy balance equation,

the values of heat flux due to thermal conductivity are
always two orders of magnitude larger than those of the
latent heat flux due to the vapor phase change. Also, the
heat conducted by the temperature gradient for the six soils
are two orders of magnitude larger than the values of heat
due to by the liquid water movement, especially when the
soil is dry or deeply frozen. For the mass balance equation,
the order of magnitude of water flux caused by vapor
diffusion due to a temperature gradient could be comparable
to that of liquid water flux depending on the soil wetness,
ice content, and soil texture. And the water flux caused by
vapor diffusion due to the matric potential gradient can be
neglected when soil freezes because the value of DyV is
zero due to the fact that the vapor density of ice in frozen
soil is only a function of temperature. However, when soil
thaws, the term should be considered in the model.

Notation

ql volumetric liquid water content (m3/m3).
qi volumetric ice content (m3/m3).
qv volumetric vapor content (m3/m3).
qs volumetric soil liquid water content at saturation

(m3/m3).
T soil temperature (K).
Z soil depth (m).
t time (s).
rl intrinsic densities of liquid (kg/m3).
ri intrinsic densities of ice (kg/m3).
rv intrinsic densities of vapor (kg/m3).

M
�

i,l phase change rate from ice to liquid (m/s1).
M
�

i,v phase change rate from ice to vapor (m/s1).
M
�

l,v phase change rate from liquid to vapor (m/s1).
Cv volumetric heat capacity (J/m3/K1).
Kl hydraulic conductivity (m/s1).

Keff effective thermal conductivity (W/m1/K1).
Deff effective diffusivity of vapor.
DTV vapor diffusivity due to a thermal gradient

(kg/m2/s1).
DyV vapor diffusivity due to a matric potential gradient

(kg/m1/K1/s1).

ul liquid water flow rate (m/s1).
y soil matric potential (m).

Li,v latent heat of sublimation (J/kg1).
Ll,v latent heat of evaporation (J/kg1).
Li,l latent heat of fusion (J/kg1).
y0 saturated soil matric potential (m).
b Clapp-Hornberger constant.
ev local equilibrium vapor pressure (Pa).
Rv gas constant (J/kg1/K1).
g acceleration of gravity (m/s2).
Ck coefficient of the impedance factor.
Tf freezing point of free water (273.15 K).
qv water vapor flux (kg/m2/s1).
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