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Meta-Analyses and P-Curves Support Robust Cycle Shifts
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Two meta-analyses evaluated shifts across the ovulatory cycle in women’s mate preferences but reported
very different findings. In this journal, we reported robust evidence for the pattern of cycle shifts
predicted by the ovulatory shift hypothesis (Gildersleeve, Haselton, & Fales, 2014). However, Wood,
Kressel, Joshi, and Louie (2014) claimed an absence of compelling support for this hypothesis and
asserted that the few significant cycle shifts they observed were false positives resulting from publication
bias, p-hacking, or other research artifacts. How could 2 meta-analyses of the same literature reach such
different conclusions? We reanalyzed the data compiled by Wood et al. These analyses revealed
problems in Wood et al.’s meta-analysis—some of which are reproduced in Wood and Carden’s (2014)
comment in the current issue of this journal—that led them to overlook clear evidence for the ovulatory
shift hypothesis in their own set of effects. In addition, we present right-skewed p-curves that directly
contradict speculations by Wood et al.; Wood and Carden; and Harris, Pashler, and Mickes (2014) that
supportive findings in the cycle shift literature are false positives. Therefore, evidence from both of the
meta-analyses and the p-curves strongly supports genuine, robust effects consistent with the ovulatory
shift hypothesis and contradicts claims that these effects merely reflect publication bias, p-hacking, or
other research artifacts. Unfounded speculations about p-hacking distort the research record and risk
unfairly damaging researchers’ reputations; they should therefore be made only on the basis of firm
evidence.
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In our meta-analytic review (Gildersleeve, Haselton, & Fales,
2014), we reported support for cycle shifts in women’s mate
preferences, as predicted by the ovulatory shift hypothesis. Shortly
after our meta-analysis appeared online in Psychological Bulletin,

a separate meta-analysis by Wood, Kressel, Joshi, and Louie
(2014) appeared online in Emotion Review. In contrast to our
findings, Wood et al. claimed that their analysis “failed to support
evolutionary psychology predictions about women’s evolved pref-
erences for male attributes across the menstrual cycle” (p. 245) and
further that “the few significant preference shifts appeared to be
research artifacts” (p. 229). Citing the Wood et al. meta-analysis,
Wood and Carden (2014) and Harris, Pashler, and Mickes (2014)
asserted that the robust cycle shifts in our meta-analysis reflect
false positives. Specifically, they speculated that supportive find-
ings in the published literature do not reflect true cycle shifts but,
rather, have been artificially produced by publication bias, “p-
hacking”—wherein researchers capitalize on hidden “degrees of
freedom” in data analysis or reporting practices in order to claim
statistically significant results (Simonsohn, Nelson, & Simmons,
2014a)—or other research artifacts.

In this reply, we demonstrate that these claims are flawed. We
recap the ovulatory shift hypothesis, which Wood and Carden (2014)
misrepresent. We document methods used by Wood et al. (2014) that
account for the failure of their meta-analysis to reveal genuine cycle
shifts. Finally, we present p-curves that directly contradict specula-
tions about p-hacking and that provide additional evidence for genu-
ine cycle shifts consistent with the ovulatory shift hypothesis.
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The Ovulatory Shift Hypothesis

The central goal of our meta-analysis was to evaluate support in
the empirical literature for the ovulatory shift hypothesis (see
Gangestad, Thornhill, & Garver-Apgar, 2005). The key prediction
of the ovulatory shift hypothesis is that, at high fertility as com-
pared with low fertility, heterosexual women are more attracted to
men possessing characteristics that reflected genetic quality in
ancestral males. This shift in mate preferences is expected to be
most pronounced when women evaluate men’s desirability as sex
partners (e.g., short-term affair partners) but absent or very weak
when women evaluate men’s desirability as long-term social part-
ners (see Gangestad et al., 2005; Gildersleeve et al., 2014). Thus,
many studies in this literature ask women to evaluate men with
reference to a specific relationship type.

In their commentary, Wood and Carden (2014) claimed that “No
precedent exists for predicting cycle shifts when relationship
length is unspecified” (p. 1269) and that Gildersleeve et al. (2014)
“are the first researchers, to our knowledge, to make such a
prediction, and it counters evolutionary psychology reasoning” (p.
1269). However, theory and the published literature reveal these
claims to be seriously misinformed. Rather than asking women to
evaluate men with reference to a specific relationship type, many
studies in this area have simply asked women to evaluate men’s
“sexiness” (e.g., Gangestad & Thornhill, 1998; Rikowski & Gram-
mer, 1999; Thornhill & Gangestad, 1999; Thornhill et al., 2003),
“physical attractiveness” (e.g., Penton-Voak et al., 1999, Study 1),
or “attractiveness” (e.g., Johnston et al., 2001; Penton-Voak &
Perrett, 2000; see also Bressan & Stranieri, 2008; Caryl et al.,
2009; Feinberg et al., 2006; Harris, 2011; Havlicek et al., 2005;
Hromatko et al., 2006; Jones et al., 2005; Koehler et al., 2006;
Little et al., 2007, 2008; Moore et al., 2011; Oinonen & Mazma-
nian, 2007; Provost et al., 2008; Rantala et al., 2006; Roney &
Simmons, 2008; Roney et al., 2011; Rupp, James, et al., 2009;
Rupp, Librach, et al., 2009; Thornhill et al., 2013; Vaughn et al.,
2010; Welling et al., 2007). Penton-Voak et al. (1999, Study 2)
were the first to explicitly differentiate between evaluations of men
as short-term sex partners versus long-term relationship partners.
Although this was a methodological advance, evaluations of “sex-
iness,” “physical attractiveness,” and the like nonetheless capture
desirability as a sex partner (see Gildersleeve et al., 2014, p. 1207).
Therefore, we structured our meta-analysis to evaluate whether
cycle shifts were strongest in an explicitly specified short-term
relationship context, intermediate when women evaluated men’s
sexiness or attractiveness without reference to a specified context,
and absent or very weak in an explicitly specified long-term
relationship context. We found evidence for precisely this pattern.

Why Did Wood et al.’s (2014) and Gildersleeve et al.’s
(2014) Meta-Analyses Produce Different Findings?

Our focal analysis revealed statistically significant relationship
context-dependent cycle shifts, as predicted by the ovulatory shift
hypothesis. In addition, despite relatively low power, follow-up
analyses revealed the predicted pattern of cycle shifts in prefer-
ences for some specific male characteristics (e.g., body masculin-
ity and behavioral dominance). By contrast, Wood et al.’s (2014)
analysis revealed one significant relationship context-independent
cycle shift in women’s preference for symmetry and a nearly

significant context-independent cycle shift in women’s preference
for masculinity, both of which the authors attributed to research
artifacts.

How is it that, based on reviews of largely the same sets of
findings, these two groups of authors came to such different
conclusions? In fact, there were many differences between the two
meta-analyses. Here, we focus on those that are most important for
explaining discrepancies in their findings (see the supplemental
materials for additional differences).

Differences in Samples of Effects

The literature on cycle shifts in women’s mate preferences has
rapidly expanded over the past two decades, and studies have
varied in the strength with which they have tested the predictions
of the ovulatory shift hypothesis. We designed inclusion criteria to
balance trade-offs between capturing the diversity of mate prefer-
ence measures used in this literature and limiting our sample to
those studies that would provide a strong test of the hypothesis.
Specifically, we created two nested samples of effects. The
“Broad” sample included measures both of “revealed” and “stated”
preferences for all male characteristics researchers have examined
in relation to the ovulatory shift hypothesis (Gildersleeve et al.,
2014, see pp. 1235–1236).1 In contrast, the “Narrow” sample
excluded measures of “stated” preferences, which might tend to
elicit reports of crystallized, general preferences and therefore fail
to capture transient shifts in preferences (see p. 1236). It also
excluded characteristics for which links with genetic quality are
dubious (see p. 1235). We found the predicted pattern of cycle
shifts in both samples, although as expected, effects were stronger
in the Narrow sample.2 In contrast, Wood et al. (2014) used even
more relaxed inclusion criteria than in our Broad sample. As a
result, their sample included confounded effects and effects for
which predictions are weak (see the supplemental materials for
details).

Problems in Effect Size Coding in the
Wood et al. (2014) Analysis

The Wood et al. (2014) sample included an unrealistically large
number of effect sizes (g) coded as exactly 0.00, indicating no
difference whatsoever between women’s preference for a given
characteristic at high versus low fertility (17 effects—14%—of
their total sample; eight effects—11%—of the subsample ex-
pected to be positive under the ovulatory shift hypothesis). For
seven of these effects, we were ourselves unable to obtain suffi-
cient information from study authors to compute a precise effect
size. To avoid introducing error into overall effect size estimates,
we coded these effects as missing. In other such cases, we com-
puted an effect different from zero (e.g., Teatero, 2009). In one
case, we located a figure that could be used to estimate the effect
(the cycle shift in women’s preference for vocal masculinity;

1 Wood and Carden (2014) claimed that we excluded measures of
“stated” preferences, though clearly we did not.

2 In their commentary, Wood and Carden (2014) reported reanalyses of
our Broad sample only, despite our having presented clear arguments for
why the Narrow sample offers a stronger test of the ovulatory shift
hypothesis.
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Figure 2 from Feinberg et al., 2006, p. 220). Using a data extrac-
tion tool (Rohatgi, 2011), we estimated Cohen’s d � .29 to .36
(depending on assumptions about the correlation between prefer-
ence strength at high and low fertility). Therefore, this effect is
clearly nonzero.3 Whatever the reason for the many 0.00 effects in
Wood et al.’s analysis, their remarkable frequency and discrepan-
cies between Wood et al.’s data set and ours raise questions about
the accuracy of the effect sizes they reported (also see the supple-
mental materials).

Differences in Analysis Strategies

Although differences between the two meta-analyses in content
are noteworthy, differences in their analytic approaches are per-
haps even more important.

The importance of relationship context. The ovulatory shift
hypothesis predicts relationship context-dependent cycle shifts in
women’s mate preferences. Wood et al. (2014) nonetheless pre-
sented a number of analyses that estimated cycle shifts across all
relationship contexts, including a long-term context, in which no
cycle shifts are predicted. Theory clearly indicates that examining
cycle shifts across all relationship contexts will seriously under-
estimate predicted cycle shifts (e.g., by 33% if 33% of the effects
in a given analysis were measured in a long-term mating context
and if the effect size in that context were in fact zero). Further-
more, all of the moderation and publication bias analyses that
Wood et al. presented examined effects across all relationship
contexts. Wood and Carden (2014) repeated this error in many of
the moderation and publication bias analyses they conducted on
our meta-analysis sample (Gildersleeve et al., 2014). It makes no
sense to examine associations between study characteristics and
effect size or to examine publication bias across effects for which
no cycle shifts are predicted.

More powerful, overall analysis. Wood et al. (2014) exam-
ined cycle shifts in women’s preferences for specific categories of
male characteristics (e.g., symmetry) but did not examine cycle
shifts across all categories for which the ovulatory shift hypothesis
predicts effects (i.e., across symmetry, masculinity, dominance,
etc.). Wood and Carden (2014) claimed that Wood et al. (2014)
“structured their review to evaluate each attribute separately in
order to maximize the likelihood of detecting and interpreting
cycle shifts” (p. 1266). In fact, they did the opposite: power to
detect cycle shifts would of course have been greater had they
combined across these categories (the number of effects included
in their analyses was as few as k � 5). The focal analysis in our
meta-analysis was such an overall analysis, and it revealed a robust
pattern of cycle shifts consistent with the ovulatory shift hypoth-
esis.

A reanalysis of Wood et al.’s (2014) effects. Had Wood et al.
(2014) conducted the more powerful, overall analysis across male
characteristics, would they have found support for the predicted
pattern of cycle shifts? To address this question, we reanalyzed
Wood et al.’s data, combining their symmetry, masculinity, dom-
inance, and testosterone samples (i.e., all effects for which cycle
shifts are predicted). We left all effect sizes and confidence inter-
vals exactly as reported in Wood et al.’s supplement. We used the
same multilevel analytic approach as in our meta-analysis. This
approach, unlike that used by Wood et al., properly accounts for
the nonindependence of multiple effects nested within a single

study (see Gildersleeve et al., 2014, p. 1238). Analyses revealed a
small, marginally significant weighted mean cycle shift in a short-
term context (g � 0.11, SE � 0.06, p � .07); a small, highly
significant weighted mean cycle shift in an unspecified context
(g � 0.15, SE � 0.04, p � .001); and no shift in a long-term
context (g � 0.03, SE � 0.06, p � .57). Clearly, then, had Wood
et al. conducted the more powerful, overall analysis in their data
set, they would have observed far more support for the ovulatory
shift hypothesis than they claimed to find.

Are Cycle Shifts “Research Artifacts”?

Despite problems in Wood et al.’s (2014) effect size coding that
were likely to downwardly bias effect size estimates, our reanal-
ysis of Wood et al.’s data set revealed predicted cycle shifts. They
argued that any such effects are “artifacts of research practices” (p.
245). In support of this claim, they presented analyses showing
that studies in their sample tended to produce larger effect sizes
when they were (a) published, (b) published earlier, or (c) used
wider high-fertility windows (which they problematically assert
are less precise). Wood and Carden (2014) replicated these asso-
ciations in our Broad sample of effects and also pointed to vari-
ability in both meta-analysis samples to support their argument
that positive findings in this literature are mere false positives. Are
such claims justified?

Does Publication Bias Imply No True Effects?

Wood et al. (2014) and Wood and Carden (2014) made a point
of noting that published studies tended to yield larger predicted
cycle shifts than do unpublished studies. As Simonsohn (2013)
explained, however, the declaration that publication bias exists in
a literature is not newsworthy. As long as statistical significance
improves articles’ chances of making it into the published litera-
ture, published studies will of course report more robust findings
than unpublished studies. Publication bias is to be expected no
matter what the area of psychology, and its mere existence is not
diagnostic of whether true effects exist. As we discuss below,
p-curves can be used to examine the impact of publication bias,
and p-curves are strongly inconsistent with the claim that publi-
cation bias accounts for the positive findings in the cycle shifts
literature.

Has Effect Size Declined Over Time?

Wood and Carden (2014) claimed to have found decline effects
in both meta-analysis samples. Wood and Carden interpret these
effects as evidence that false positives in this area are increasingly
being replaced with true null effects.

Yet Wood and Carden (2014) neglected other plausible expla-
nations for changes in effect size over time. For example, study
characteristics change over time as researchers develop new meth-
ods, test new predictions, attempt to establish the boundaries of
previously documented effects, and so on. Such systematic

3 Because we were lacking the correlation needed to compute a precise
effect size (the author was unable to provide that information), we coded
this effect as missing and excluded it from our meta-analysis (Gildersleeve
et al., 2014, Table 1, p. 1212).
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changes can reduce mean effect size over time, which can mas-
querade as a decline effect. As an illustration, all studies examin-
ing cycle shifts in women’s preferences for scents associated with
symmetry appeared from 1998 to 2003. In contrast, studies exam-
ining cycle shifts in preferences for facial symmetry appeared in
2002 and have continued into the current decade (perhaps, in part,
because these studies, unlike scent studies, can be conducted
online). Cycle shifts in preferences for scents associated with
symmetry tend to be stronger than those for facial symmetry.
Accordingly, controlling for preference type within Wood et al.’s
(2014) symmetry sample renders the decline effect null (Gang-
estad, 2014). Given the many possible confounds not controlled
for in Wood et al.’s analyses, we see no reason to favor Wood and
Carden’s research artifact interpretation of the association between
publication year and effect size over alternative explanations.
Moreover, p-curves presented below contradict the artifact inter-
pretation.

Do Narrower High-Fertility Windows Better Estimate
Cycle Shifts?

Many studies examining cycle shifts have categorized women as
“high-fertility” or “low-fertility” according to their current cycle
day, typically as estimated based on their recalled date of last
menstrual onset. This method requires that researchers choose
which days to count as high and low fertility. Wood et al. (2014)
and Wood and Carden (2014) asserted that broader high-fertility
windows are less precise than narrower windows, citing Wilcox et
al. (2001) as support. They also reported that, in both meta-
analysis samples, studies using broader high-fertility windows
(e.g., 9 days) tended to produce larger effect sizes than studies
using narrower windows (e.g., 6 days). They interpreted these
associations as inconsistent with true cycle shifts and consistent
with p-hacking. For example, Wood and Carden speculated that
researchers

flexibly defined the fertile phase based on study findings . . . [they]
might have begun with a window of six fertile days, and in the case
of finding nonsignificant results, conducted exploratory analyses that
successively broadened the number of days and maximized the dis-
tinction between fertile and nonfertile women’s preferences in a given
sample. (p. 1267)

Reinforcing the point, Harris et al. (2014) stated that they “are
unable to think of any completely benign explanation for this
pattern” (p. 1263).

But are broader high-fertility windows less precise? It is true
that, for an individual cycle, the period of highest fertility gener-
ally includes just the 6 days ending with ovulation, whereas the
remainder of the cycle is effectively nonfertile (Wilcox et al.,
1995). Notably, however, Wood and Carden (2014) and Harris et
al. (2014, p. 1263) failed to appreciate that the timing of ovulation
varies across cycles both within and between women (see Figure
1), and studies in this literature have rarely verified ovulation.
Critically, in a sample of observations across multiple cycles for
which the day of ovulation is both variable and unknown, the
high-fertility window will be distributed across a range wider than
just 6 days (see also Figure 1).

Wilcox et al. (2001) used actuarial methods to estimate the
conception probability (fertility) associated with any given day of

the cycle in light of this variation (see their Table 1, p. 213). Using
their estimates, one can split the cycle at the midpoint of concep-
tion probability to identify “high-fertility” and “low-fertility”
days—those closer to the maximum and minimum conception
probability values, respectively. This creates a 9-day high-fertility
window. Thus, researchers who correctly understood the implica-
tions of Wilcox et al.’s article (or earlier reports; e.g., Jochle,
1973), and who had information only about a woman’s last men-
strual onset, would have little reason to use a 6-day high-fertility
window. In fact, it would be reasonable to expect studies using
broader (e.g., 9-day) high-fertility windows to generate larger
effects in the presence of true cycle shifts.4 Given this, Wood et
al.’s decision to ask researchers to recompute effects for their
meta-analysis based on a narrower high-fertility window (resulting
in an average window of 6.85 days in their short-term context) is
expected, all else equal, to downwardly bias effect size estimates.
Note that we are not advocating the use of a 9-day high-fertility
window. Rather, we urge researchers to empirically evaluate dif-
ferent methods of assessing fertility (see Gildersleeve et al., 2014,
pp. 1254–1255).

Does Variability Indicate Inconsistent Evidence?

Wood and Carden (2014) pointed to variability in the magni-
tude, direction, and statistical significance of the effects in both
meta-analysis samples to support their contention that predicted
effects are not robust. Such variability is, of course, perfectly
consistent with the existence of true effects, as meta-analysts—
including Wood—have acknowledged (see, e.g., Eagly & Wood,
1991; Wood et al., 1994). Sampling error alone produces a distri-
bution of effect sizes, with some overestimating and some under-

4 This will be true when researchers include all cycle days in analyses.
Predictions are complicated when researchers exclude certain days (e.g.,
excluding menstrual days in order to minimize extraneous variation tied to
associated physical symptoms).
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estimating the true effect. Furthermore, because statistical signif-
icance depends on effect size and sample size, even large effects
will fail to reach statistical significance in small samples. Indeed,
a key rationale for conducting meta-analyses is to evaluate the
magnitude and robustness of mean effects in light of this variation
(see Borenstein, Hedges, Higgins, & Rothstein, 2010). Finally, as
we have highlighted, Wood and Carden examined this variation
across all relationship contexts, counting negative and nonsignif-
icant effects in a long-term relationship context as inconsistent
with the ovulatory shift hypothesis, even though no cycle shift is
predicted in that context. This inappropriate method created the
illusion of more variability than actually exists (see also the
supplemental materials).

P-Curves Reveal Evidence for Real Effects,
Not P-Hacking

To return to where we began: Our meta-analysis yielded robust
evidence for cycle shifts predicted by the ovulatory shift hypoth-
esis, whereas Wood et al.’s (2014) produced little evidence for
such effects. Furthermore, Wood et al. speculated that the few
significant cycle shifts they detected were false positives resulting
from publication bias, p-hacking, or other research artifacts. Wood
and Carden (2014) and Harris et al. (2014) made similar arguments
in their commentaries. For example, Harris et al. speculated that
“many or perhaps all (emphasis added) results [in the cycle shifts
literature] may have been created by exploitation of unacknowl-
edged degrees of freedom (‘p-hacking’)” (p. 1260) and concluded
their commentary by questioning whether positive findings in this
literature “have been invented out of the whole cloth” (p. 1263).5

Although all of these groups of authors speculated that positive
findings in the cycle shift literature resulted from p-hacking, none
of them presented any direct evidence that p-hacking actually has
occurred or that it can explain positive findings in the absence of
true effects. In fact, they could have performed such tests using
publicly available evidence: published p-values. The same group
of researchers who initially raised awareness about p-hacking and
its potential to increase Type I error rates recently developed a
method for assessing whether a set of positive research findings
has evidential value—shows hallmarks of true, robust effects—or
appears to reflect selective reporting (e.g., due to p-hacking or
publication bias; Simonsohn et al., 2014a). Thus, this method can
be used to examine which of the two meta-analyses—Wood et al.’s
(2014) or ours (Gildersleeve et al., 2014)—is more likely to be
correct.

The method involves examining the skewness of the frequency
distribution of statistically significant p values (p � .05) for a set
of published research findings—the “p-curve” (Simonsohn et al.,
2014a). If no true effect exists, and no p-hacking has occurred, a
p-curve will be uniform (flat), with equal frequencies of p values
between .04 and .05, .03 and .04, .02 and .03, and so on. If a
nonzero true effect exists, a p-curve will be right-skewed, with a
relatively high frequency of p values closer to 0 (e.g., Hung,
O’Neill, Bauer, & Kohne, 1997). If no effect exists, but p-hacking
has produced the illusion of an effect, a p-curve will be left-
skewed, with a relatively high frequency of p values closer to .05.
This is because, in the absence of a true effect, it is easier to “hack”
a p value to just under .05 than to obtain a p closer to 0. Also, a
p-hacker might plausibly have the limited ambition to stop

p-hacking once he or she has surpassed the threshold for publica-
tion (�.05).6 Indeed, the “replication crisis” in psychology was
triggered in part by the suspiciously high frequency of p values just
under .05 in the field at large (Masicampo & Lalande, 2012; see
also Leggett, Thomas, Loetscher, & Nicholls, 2013).

If Wood, Harris, and colleagues’ suspicions are correct—that no
true cycle shifts exist, and positive findings merely reflect selective
reporting—p-curves of published theory-supportive findings in
this literature should be flat (consistent with publication bias and
d � 0) or left-skewed (consistent with p-hacking and d � 0). In
contrast, if our conclusions are correct, and true cycle shifts exist,
p-curves should be right-skewed. We constructed several p-curves
to examine the pattern of p values for cycle shifts in mate prefer-
ences and theoretically related findings that Harris et al. (2014)
also claimed are likely to have been p-hacked (e.g., Pillsworth &
Haselton, 2006). Figures 2 and 3 present two key p-curves. We
present additional p-curves, selection criteria, and a p-curve dis-
closure form (as recommended by Simonsohn et al., 2014a) in the
supplemental materials.

The p-curve presented in Figure 2 contains all p values � .05
from effects included in our meta-analysis that evaluated one of
the following predictions of the ovulatory shift hypothesis (exclud-
ing statistically nonindependent ps; see the supplemental materi-
als): the Cycle Shift Prediction, the prediction that women’s at-
traction to cues of genetic quality will increase at high relative to
low fertility within a short-term or unspecified relationship context
(i.e., the simple or main effect of fertility on such preferences), or
the Context Moderation Prediction, the prediction that this in-
crease at high relative to low fertility (cycle shift) will be stronger
in a short-term than in long-term relationship context (i.e., the
Fertility � Context interaction). The p-curve presented in Figure 3
contains the ps just described, as well as additional p values that
evaluated the Partner Qualities Moderation Prediction. This pre-
diction is that women in relationships experience cycle shifts in
their feelings about their current romantic partner and other men,
but the precise nature of these shifts depends on the extent to

5 In addition to claims about p-hacking, Harris et al.’s (2014) commen-
tary consists mostly of claims that we committed “statistical and logical
errors” (e.g., p. 1260). All of these claims rest on misreadings or mischar-
acterizations of what we actually said and of the cycle shift literature. To
provide a few illustrative examples (there are many additional examples in
Harris et al.’s, 2014, commentary), Harris et al. stated that Gildersleeve et
al. (2014) “maintained that the use of continuous fertility methods . . . gets
around the problem of flexibility” (p. 1261). We actually said, “We cannot
definitively rule out the possibility that researchers chose, post hoc, to use
a continuous fertility variable because doing so produced the predicted
cycle shifts” (Gildersleeve et al., 2014, p. 1249). Likewise, about one of
our figures, Harris et al. said, “We find it odd that Gildersleeve et al. would
suggest that readers can rely on ‘eyeball’ judgments of complex multidi-
mensional data” (p. 1263). We actually said, “a visual analysis cannot
replace rigorous statistical tests” (Gildersleeve et al., 2014, p. 1249). Last
and perhaps most important, Harris et al. repeatedly claimed, “recent
attempts at exact replication of fertility results have mostly failed” (p.
1260). However, this claim appears to be based on a single finding from a
study examining cycle shifts in preferences for facial masculinity that
Harris (2011) conducted as a close, but not exact, replication of early
studies in this area (Penton-Voak & Perrett, 2000; Penton-Voak et al.,
1999).

6 This is not merely speculation. Simonsohn et al. (2014a, 2014b) also
documented this expected shape of p-curves using extensive simulations of
p-hacking behavior outlined previously in Simmons et al. (2011).
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which their current partner possesses characteristics hypothesized
to be particularly desirable to women at high fertility (e.g., sym-
metry, facial masculinity, and sexual attractiveness).7 We included
p values corresponding to this prediction because it is closely
related to the two predictions above, and Harris et al. (2014)
discussed findings in this literature at length, speculating that they
resulted from p-hacking.8 The p-curves in Figures 2 and 3 present
exact two-tailed p values that we calculated from test statistics and
degrees of freedom reported in the published articles or by study
authors. The supplemental materials present additional p-curves
based on values as reported in the published articles (and therefore
includes ps based on directed and one-tailed tests).

All of the p-curves we plotted, including those presented here
and in the supplemental materials, are significantly right-skewed,
often strongly so. Therefore, these p-curves contradict speculations
that cycle shifts in women’s mate preferences can be explained by
publication bias or p-hacking9 and offer further support for our
conclusions that cycle shift effects are genuine and robust.10

One might reasonably ask whether p-hackers really do stop once
they have obtained a p value just under .05 or continue until they
have obtained an even smaller p value. For example, researchers
might try out multiple high-fertility windows and then select the
analysis that produced the smallest p value. Would that practice,
with no true effects, generate p-curves that are right-skewed, like
those we have presented? Simulations of such a practice indicate
that this is extremely unlikely.11 In nearly all cases, sampling from
multiple plausible fertile windows when no true effect exists
produces left-skewed p-curves. Only when hypothetical research-
ers began by trying out 10 or more high-fertility windows and
selecting the lowest p value from these analyses, is the p-curve
even slightly right-skewed. It strikes us as highly unrealistic that
nearly every researcher publishing a significant cycle shift began
by examining 10 or more high-fertility windows and unfailingly
selected the window producing the smallest p value, without
regard to precedent in the literature or other factors. Furthermore,
if Wood and Carden (2014) were correct that researchers in this
area have generally started with a 6-day window and then tried out
successively larger windows until they obtained p � .05, this
strategy would almost certainly have resulted in a left-skewed
p-curve—exactly the opposite of what we observed.

P-curves can also speak to the appropriate interpretation of
associations between effect size and publication status, publication
year, and high-fertility window size. As we noted above, a variety
of factors could account for such associations. By virtue of pro-
viding evidence consistent with genuine nonzero effects, p-curves

7 For example, one prediction is that women with partners who are
relatively low in sexual attractiveness experience an increase in attraction
to other men at high relative to low fertility (Pillsworth & Haselton, 2006).
For further details see the supplemental materials.

8 Notably, nearly all effects in this literature used luteinizing hormone
tests to verify ovulation (Guermandi et al., 2001). Therefore, this set of
studies provides some of the most rigorous tests of predictions that follow
from the ovulatory shift hypothesis.

9 P-curves are also significantly right-skewed when sets of effects in our
meta-analysis (those testing the Cycle Shift Prediction) and in the related
literature on relationship dynamics (those testing the Partner Qualities
Moderation Prediction) are examined separately (see the supplemental
materials; note that there were too few effects—two and four effects in the
exact and reported sets of p-values, respectively—to examine the Context
Moderation Prediction separately).

10 P-curves also offer a straightforward new method for estimating effect
size (Simonsohn et al., 2014b). Skewness of p-curves is a function of
sample size and effect size (as both increase, right skew increases). There-
fore, if one knows the Ns and ps, one can calculate the best fitting d
characterizing a set of effects (Simonsohn et al., 2014b). The range of
estimated effect sizes for all p-curves we present (using the K - S estima-
tion procedure) is d � .28–.78, with larger effects in curves examining the
Partner Qualities Moderation Prediction. For all effects in aggregate, d �
.47; see Figure 3. Note that one can compute d using only exact two-tailed
p values. An important proviso is that the validity of these estimations
depends on researchers having reported the correct Ns and test statistics
(required to compute exact ps). We have no reason to believe that wide-
spread reporting errors exist in these literatures; however, verifying all Ns
and test statistics will be required to achieve the most precise estimates of
d using this new method.

11 We conducted a simulation of 10,000 replicated samples (N � 50,
drawn from a population with a normally distributed outcome variable and
29-day cycles; Haselton, Grebe, Gildersleeve, & Gangestad, 2014). Thir-
teen different plausible fertile phase windows, ranging from 6 to 10 days,
were defined, and a number of different “rules” for examining and select-
ing window size explored, differing with respect to how many windows
were examined initially (one, two, five, eight, 11, and all 13), where
researchers always took the lowest p value out of that initial set and moved
on to additional windows if no p was less than .05, stopping once a p less
than .05 was achieved.
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are inconsistent with Wood et al.’s (2014) and Wood and Carden’s
(2014) interpretation of these associations as evidence for false
positives.

Conclusions

As we previously reported, our meta-analysis revealed strong
support for the ovulatory shift hypothesis. New analyses using the
p-curve method again revealed strong support for genuine cycle
shifts as predicted by the ovulatory shift hypothesis. Claims by
Wood et al. (2014), Wood and Carden (2014), and Harris et al.
(2014) that the abundance of positive findings in the cycle shifts
literature merely reflects publication bias, p-hacking, or other
research artifacts did not anticipate and cannot explain these new
findings.

We emphasize that Wood et al.’s (2014) conclusions from their
meta-analysis are at odds not only with the conclusions of our
meta-analysis but also with our reanalysis of their data and with
the p-curves. We have identified several crucial factors responsible
for these discrepancies: Wood et al. made multiple methodological
and analytic decisions that weakened their ability to detect real
effects. They also inappropriately cited possible evidence of pub-
lication bias and variability in research findings as inconsistent
with true effects; claimed to have identified a decline effect in the
literature, when in fact, confounds may well explain the observed
association between effect size and publication year; and mistak-
enly interpreted an association between effect size and high-
fertility window size as evidence of p-hacking, but in doing so,
ultimately revealed their own misunderstanding of conception
probabilities across the cycle.

Given recent doubts about the evidential value of published
research findings, many researchers have called for “cleaning up”
psychological science. We fully support this effort. However, just
as claims regarding the existence of hypothesized effects should be
supported with strong empirical evidence, so should claims regard-
ing whether p-hacking or other practices have produced the illu-
sion of positive evidence. In the case of the literature on cycle
shifts in women’s mate preferences, speculations about a wide-
spread “false positive problem” are unwarranted. Had Wood et al.
(2014), Wood and Carden (2014), and Harris et al. (2014) exam-
ined the publicly available evidence—published p values—they
would have found little evidence that the literature on cycle shifts
is plagued by false positives. Their speculations were unfounded
and very serious. Such claims distort the scientific record and risk
unfairly damaging the reputations of scholars in this area. Indeed,
they have the potential to undermine the endeavor to clean up
psychological science. Real progress will occur only when criti-
cisms of science are as rigorous as the science itself.
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